Real-time assessment of fog-related crashes using airport weather data: A feasibility analysis
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A B S T R A C T

The effect of reduction of visibility on crash occurrence has recently been a major concern. Although visibility detection systems can help to mitigate the increased hazard of limited-visibility, such systems are not widely implemented and many locations with no systems are experiencing considerable number of fatal crashes due to reduction in visibility caused by fog and inclement weather. On the other hand, airports’ weather stations continuously monitor all climate parameters in real-time, and the gathered data may be utilized to mitigate the increased risk for the adjacent roadways. This study aims to examine the viability of using airport weather information in real-time road crash risk assessment in locations with recurrent fog problems. Bayesian logistic regression was utilized to link six years (2005–2010) of historical crash data to real-time weather information collected from eight airports in the State of Florida, roadway characteristics and aggregate traffic parameters. The results from this research indicate that real-time weather data collected from adjacent airports are good predictors to assess increased risk on highways.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Current statistics of crashes due to reduction in visibility and major inclement weather, particularly fog show that the fatal crashes in these weather conditions are certainly a major problem that needs to be addressed. According to the Federal Highway Administration (Goodwin, 2003), weather contributed to over 22% of the total crashes in 2001. This means that adverse weather likely increase the likelihood of crash occurrence. Several studies, in fact, concluded that crashes increase due to vision obstruction during rainfall by 100% or more (Brodsky and Hakkert, 1988; NTSB, 1980), while others found more moderate (but still statistically significant) increases (Andreescu and Frost, 1998; Andrey and Olley, 1990). Sudden reduction in visibility due to fog was found to increase severity level of crashes and tend to involve more vehicles. Statistics from the Fatality Analysis Reporting System (FARS) showed that fatal crashes during inclement weather events, i.e. rain, snow, fog and smoke, is certainly a major problem that needs to be mitigated. Inclement weather of rain, snow and fog/smoke resulted in a total of 31,514 fatal crashes between 2000 and 2007 in all 50 states, the District of Columbia, and Puerto Rico (FARS).

Koetses and Rietveld (2009) addressed the effect of the climate change on transportation in general, while others discussed the effect of the particular weather condition on traffic operations, safety, traffic demand, flow and traffic intensity, and operating speeds (Maze et al., 2006; Cools et al., 2008; Edwards, 1999). Visibility detection systems have been a successful element of existing variable speed limit (VSL) systems in some European countries: weather-controlled VSL system was found to reduce injury crashes on a German motorway by 20% (Baltz and Zhu, 1994), and an integrated slippery road warning system and a VSL system was found to be effective in crash reduction by 10% on Finish motorway (Rämä, 1997). Cooper and Sawyer (1993) examined an automatic fog warning system in England, the results indicated a reduction in the net speed of approximately 3 km/h when “Fog” warning was displayed. Hogema et al. (1996) found higher speed reduction of 8–10 km/h on a Dutch fog warning system. Many studies indicated a reduction in the mean speed and the standard deviation of speed during adverse weather utilizing weather-controlled VSL systems. (Rämä et al., 2001; Rämä and Schirokoff, 2004). Várhelyi (2002) introduced an Intelligent Speed Adaptation (ISA) system based on road condition and visibility level, Várhelyi recommended using a vehicle-based visibility range meters instead of the expensive aerodromes visibility sensors used in fog warning systems on motorway.
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in Germany. Abdel-Aty and Pemmanabonia (2006) utilized rainfall data provided by Florida Automated Weather Network (FAWN) and the National Oceanic and Atmospheric Administration (NOAA) for 5 airports in vicinity of the 36-mile freeway section on I-4 in the Central Florida region in real-time crash prediction; they concluded that airport weather stations may provide suitable and relevant measure of rainfall indices to the nearby study freeway section. Ahmed et al. (2012) utilized real-time weather information in risk assessment on freeways; the results showed that the inclusion of weather information is essential in proactive traffic management systems.

Florida is considered among the top states in the United States regarding traffic safety problems resulting from adverse visibility conditions due to fog. Florida was the third after California and Texas with 299 fatal crashes occurring due to fog between 2002 and 2007. The most recent example for visibility related (VR) crashes in Florida is the 70 vehicle pileup on I-4 in Polk County, Florida in January 2008. This multi vehicle crash caused 5 fatalities, many injuries, and shutting down I-4 for extended time. Equally devastating was the major multi vehicle fatal crashes on I-75 in January 2012. Fig. 1 illustrates the distribution of injury severity for crashes related to vision obstruction in Florida. It depicts the increased severity levels of vision obstruction related crashes compared to crashes that are not related to vision obstruction.

The problem descends from the inadequacy of traffic control techniques to provide guidance for drivers and the unpredictability of locations and times of reduced visibility on highways. Although some transportation agencies developed and/or implemented some countermeasures e.g. visibility detection and warning systems to mitigate the limited-visibility problem, these countermeasures are limited at specific locations and expensive for installation. Ahmed et al. (2014) provided a recent synthesis about visibility detection systems in the United States and around the world, their study showed that visibility detection systems are rare and expensive to cover all roadways in fog-prone areas. Only 18 states with visibility detection systems were identified in the United States; Alabama, Arizona, California, Florida, Georgia, Idaho, Indiana, Louisiana, Nevada, New Jersey, North Carolina, Pennsylvania, South Carolina, Tennessee, Utah, Virginia, Washington, and Wisconsin. It is worth mentioning that each state has only one system which covered only a short length of one roadway. The cost of these systems ranged from $18,000 for a very simple and less accurate system installed at a spot location to $5,000,000 system covering only few miles of one roadway. On the other hand, there are existing weather stations at mostly all airports that can provide real-time weather data. The study areas considered in this study are six counties in Florida that were identified as hotspots of fog related crashes. Weather data were collected from weather stations located at eight airports within the study areas. Considering the abovementioned facts and recognizing that fog occurrence can have significant effect on crash occurrence, this research aims at exploring the feasibility of using weather data collected from airports in real-time road crash risk assessment.

The following sections illustrate the procedures of preparing the data, modeling technique, interpretation and evaluation, and the conclusions.

2. Data description and preparation

There are a variety of methods that have been used for collecting weather data on highways. Crash and weather data can be collected from the long form crash reports; however, recorded weather conditions may be mistakenly reported (Shinar et al., 1983). Other studies collected data from weather stations installed within Advanced Traffic and Information System (ATIS) (Ahmed et al., 2012). Andrey et al. (2003) gathered weather data from the Meteorological Service of Canada (MSC), but found it difficult to compare MSC data with the weather data from crash reports and one study collected weather data from airports in the vicinity of the locations of the crashes (Abdel-Aty and Pemmanabonia, 2006).
Crash data were collected from Florida Department of Transportation’s (FDOT) Crash Analysis Reporting (CAR) system. Only crashes on the state highway system such as Interstate, US Route and State Route highways were included since roadway characteristic data are only available for such road types. Airport weather data were collected from the National Climate Data Center (NCDC) under the umbrella of the National Oceanic and Atmospheric Administration (NOAA). NCDC archives weather data from various weather stations nationwide including radar, satellites, airport weather stations, US Navy, US Air force, etc.

As shown in Fig. 2, there are 76 airports, US Air Force/Navy bases and one space center in Florida. Airports’ automated weather stations monitor the weather conditions continuously and the weather parameters are recorded according to a specific change in the reading threshold and hence they do not follow a specific time pattern. The stations report frequent readings as the weather conditions change within short time; if the weather conditions remain the same the station would not update the readings. These weather data include visibility, temperature, humidity, wind speed and direction, precipitation, etc. Among all these parameters, visibility is considered one of the most critical factors affecting crash occurrence. Visibility in general can be described as the maximum distance (in mile) that an object can be clearly perceived against the background sky, visibility impairment can be a result of both natural (e.g., fog, mist, haze, snow, rain, windblown dust, etc.) and human induced activities (transportation, agricultural activities, and fuel combustion). The automated weather stations do not directly measure the visibility but rather calculate it from a
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**Fig. 3.** Data preparation for fog/non-fog crashes, and non-crashes.
measurement of light extinction which includes the scattering and absorption of light by particles and gases. All airports’ weather data are collected and maintained by NCDC.

Some airports have complete data since several decades ago. Unfortunately, some other airport weather data are not complete and there are several missing values. We selected airports with more complete weather data for the years 2005–2010. Finally, eight airports were chosen in fog-prone areas identified from the GIS analysis.

As mentioned earlier that crash and the corresponding roadway data are collected from FDOT’s CAR system, only crashes within the vicinity of airports were extracted using Geographic Information System (GIS). Fog crashes were extracted from the crash report and were matched with weather data closest time just before the crash. Meanwhile, crashes without any vision obstructions were also extracted and they were matched with the weather data from the closest airport. The modeling procedure required also non-crash data, a random selection from the whole remaining weather, traffic and roadway geometry datasets where there was no crash within 2-hour before the extraction time was utilized in the study to represent the whole population of different traffic, weather conditions and roadway characteristics. Fig. 3 illustrates the process of the data extraction. The first flowchart in Fig. 3 displays the data preparation for fog crash and non-fog crash cases. Non-fog crashes are all crashes not related to fog event, it can include other vision obstructed crashes due to smoke/smog, haze, etc. Crashes occurring within airport buffers were extracted and separated by the existence of vision obstruction. Then fog related crashes and non-fog related crashes were combined with airport weather data. As a result, 90 fog related crashes and 66,230 non-fog related crash data were prepared. These data were used to develop Fog vs. Non-Vision Obstructed Crashes Model. Non-obstructed vision crashes are all crashes occurred in clear weather. The second flowchart in Fig. 3 shows the data preparation process for extracting non-crash cases. A sample of non-crash cases was generated by randomly selecting roadway location (with traffic and roadway characteristics) and weather conditions (including visibility distance) from nearby airports. These randomly selected locations and time on the roadways are used to model “crash vs non-crash with different thresholds of visibility condition” (see Table 5). Among the all possible combination (13,287,320 cases), 5% (664,366 cases) were drawn randomly from the available options for analyzing effects of visibility distance on crash occurrence.

3. Preliminary analysis of NOAA airport data

The first step of investigating the fog related crashes was to examine the spatial distribution and as such the crash hotspots could be identified and focused on for further safety evaluation. The statewide map with frequent fog crash clusters was also presented for better visualization and understanding of the spatial distribution of fog crashes.

In order to determine the study region, priority areas with frequent fog crashes were identified in macroscopic analysis. Kernel density estimation (KDE) (see Chainey and Ratcliffe, 2005) was used to serve the purpose of clustering the crashes and identifying the hotspots. Schneider et al. (2004) adopted KDE and investigated pedestrian related crash hotspots on the university campus. Anderson (2009) explored the spatial distribution of injury crashes in London. The author adopted KDE technique to identify crash hotspots. Abdel-Aty et al. (2010) and Ekram (2009) examined fog related crashes in Florida. The author identified 10 hotspots for fog crashes in Florida using KDE. Recently, Kuo et al. (2013) also applied KDE for hotspots for traffic crashes and crimes. The authors provided a strategy to organize police patrol routes efficiently. Previous studies that adopted KDE agreed that KDE is a useful for highlighting concentrations of traffic crashes, however, several researchers commonly pointed that KDE has drawbacks. First, KDE does not provide predicted probability of crashes in the future. Second, KDE does not account for exposure. In this study, KDE technique was applied to roughly identify hotspots for fog related crashes and select study areas.

The KDE defines the spread of risk as an area around a defined cluster in which there is an increased likelihood of a crash to occur based on spatial dependency. It places a symmetrical surface over each point and then evaluating the distance from the point to a reference location based on a mathematical function and then summing the value for all the surfaces for that reference location. This procedure is repeated for successive points, which allows us to place a kernel over each observation, and summing these individual kernels gives us the density estimate for the distribution of crash points (Fotheringham et al., 2000).

\[ f(x, y) = \frac{1}{nh^2} \sum_{i=1}^{n} K \left( \frac{d_i}{h} \right) \]

where \( f(x, y) \) is the density estimate at the location \( (x, y) \); \( n \) is the number of observations, \( h \) is the bandwidth or kernel size, \( K \) is the kernel function, and \( d_i \) is the distance between the location \( (x, y) \) and the location of the \( i \)th observation. The main objective of placing these kernels over the crash points is to create a smooth, continuous surface. Around each point at which the indicator is observed a circular area (the kernel) of defined bandwidth is created. This takes the value of the particular indicator at that particular point spread into it according to some appropriate function. Then it sums up all of these values at all places, including those at which no incidences of the indicator variable were recorded, gives a surface of density estimates.

The ArcGIS spatial analyst tool provides the features needed to do the cluster analysis by density estimation methods. The KDE process needs that the data-points be spatially jointed. For the points to be joined spatially, fishnet of square size cells was created using the “create fishnet” tool. The cell size (cell width and height) was selected in such a way that the area under

![Fig. 4. Cluster analysis of fog related crashes on Florida state highway system (2003–2010).](image-url)
consideration is divided into a finite number of cells that can be calculated. Since the fog-related crashes are sparsely occurring, the fishnet cells were created such that the number of cells on each side does not exceed 100. The kernel density function was applied to calculate the boundaries of each cluster, with more number of points (crashes) within the center of each cluster.

Fig. 4 shows the statewide map with clustering output from the GIS analysis. The KDE technique presents 11 distinct fog crash hotspot areas on the Florida road network. The colors represent the density of crashes per square mile area. From the figure, the 11 clusters identified are associated with crash densities above 0.075 crashes per square mile. It is notable that several most hazardous areas have crash densities higher than 0.20 crashes per square mile, e.g. Pinellas, Hillsborough and Pasco.

3.1. Determining size of the airport buffer

Determining buffer size is important because the buffer size can be interpreted as the effective range of airport weather data for the adjacent highways (Fig. 5).

Fog related crashes were collected within buffers and were tested if they have occurred when adjacent airport reported a foggy weather condition. Matching rates by buffers were also calculated to determine the best buffer size. The matching rate refers to the ratio of number of fog crashes within the buffer that are matched with airport foggy weather condition to total fog crashes within the buffer. Matching process is illustrated in Fig. 6.

The number of fog related crashes within buffers by buffer sizes from 2 to 10 statute miles (SM) and matching results are presented in Table 1. 5 nautical mile (NM) buffer is also included since most airports have jurisdiction over surface area within 5NM radius surrounding the airport.

As a result, a trend was found that matching rate decreases as the buffer size increases; it seems reasonable because the airport weather information is more reliable for the nearer location whereas it is less reliable for the farther location. 25M has the highest matching rate; however, it has only 11 fog crashes which are too small for the analysis. Finally 5NM was selected as the best buffer size because it has enough fog crashes and relatively higher matching rate.

In order to validate weather conditions before fog/non-fog crashes with weather reported by the adjacent airports, sensitivity analysis is conducted as shown in Table 2. Sensitivity is the proportion of fog crashes that are correctly matched in foggy conditions by the airport weather data while specificity is the proportion of non-fog crashes that are correctly matched clear weather conditions by the airport weather data. The sensitivity was found to be 82.22% while the specificity was found to be about 94%.

Therefore, it may be concluded that the fog crashes within 5NM buffers can be well explained by adjacent airport weather data. The accuracy of the data was 0.9398, which means 94% of weather conditions from crash report within the buffers are concordant with the weather data from the airport. The false alarm rate which shows the rate of number of non-fog-related crashes not matched with the weather data to total number of non-fog crashes was about 6%. However, it is required to be cautious to determine airport buffer size. In this study, crash and weather data of eight airports in Florida were collected. However, Florida has unique geographical characteristics. For example, the mean elevation of Florida is very low (100 ft) compared to other states and the highest point is only 345 ft. Also, Florida does not have mountainous terrains. It is possible that 5NM buffer size was solely valid in Florida due to the unique features. Thus, if data are collected from other regions, the optimal buffer size should be re-calculated.

Moreover, it also needs to be careful for false alarms. In the false alarm situation, the weather system warns it is foggy condition but the actual weather is not foggy. The false alarm may be caused because sometimes fog is only concentrated very near the airport. Other possible reason is that the recorded weather conditions may be mistakenly reported by police officers (Shinar et al., 1983). Some may think it would be better to convey fog warning regardless of accuracy considering for the worst case. Nevertheless, frequent false alarms may make people to be insensitive to the warnings. Therefore, it is desirable to consider both accuracy and false alarm rates to select the optimal buffer size.

4. Methodology

4.1. Bayesian logistic regression

The study utilized a Bayesian logistic regression approach to estimate the probability of crash occurrence. Bayesian logistic regression has the formulation of a logistic equation and can handle both continuous and categorical explanatory variables. The classical logistic regression treats the parameters of the models as fixed, unknown constants and the data is used solely to best estimate the unknown values of the parameters. In the Bayesian approach, the parameters are treated as random variables, and the data is used to update beliefs about the behavior of the parameters to assess their distributional properties. The interpretation of Bayesian inference is slightly different than the classical statistics; the Bayesian derives updated posterior probability of the parameters and construct credibility intervals that have a natural interpretation in terms of probabilities. Moreover, Bayesian inference can effectively avoid the problem of over-fitting that occurs when the number of observations is limited and the number of variables is large.

The Bayesian logistic regression models the relationship between the dichotomy response variable (crash/no-crash) and the explanatory variables of roadway geometry, real-time weather and traffic. Suppose that the response variable $y$ has the outcomes $y = 1$
or \( y = 0 \) with respective probability \( p \) and \( 1 - p \). The logistic regression equation can be expressed as:

\[
\log \left( \frac{p}{1 - p} \right) = \beta_0 + \beta X
\]

where \( \beta_0 \) is the intercept, \( \beta \) is the vector of coefficients for the explanatory variables, and \( X \) is the vector of the explanatory variables. The logit function relates the explanatory variables to the probability of an outcome \( y = 1 \).

The expected probability that \( y = 1 \) for a given value of the vector of explanatory variables \( X \) can be theoretically calculated as:

\[
p(y = 1) = \frac{\exp(\beta_0 + \beta X)}{1 + \exp(\beta_0 + \beta X)} = \frac{e^{\beta_0 + \beta X}}{1 + e^{\beta_0 + \beta X}} \quad (2)
\]
One advantage of the Bayesian approach over the classical model is the applicability of choosing the parametric family for prior probability distributions. There are three different priors that can be used (1) informative prior distributions based on the literature, experts’ knowledge or explicitly from an earlier data analysis, (2) weak informative priors that do not supply any controversial information but are strong enough to pull the data away from inappropriate inferences, or (3) uniform priors or non-informative priors that basically allow the information from the likelihood to be interpreted probabilistically. In this study, uniform priors following normal distribution with initial values for the estimation of each parameter from the maximum likelihood method was used. Different types of prior distributions using the results from this study as prior could be considered for further research once more data become available to update the estimated models.

All models were estimated by Bayesian inference using the freeware Winbugs (Lunn et al., 2000). For each model, three chains of 10,000 iterations were set up in Winbugs based on the convergence speed and the magnitude of the dataset. The Deviance Information Criterion DIC, a Bayesian generalization of Akaike Information Criterion AIC, is used to measure the model complexity and fit. DIC is a combination of the deviance for the model and a penalty for the complexity of the model. The deviance is defined as $-2 \log(\text{likelihood})$. The effective number of parameters, $pD$, is used as a measure of the complexity of the model, $pD = Dbar − Dhat$, where $Dbar$ is the posterior mean of the deviance, and $Dhat$ is a point estimate of the deviance for the posterior mean of the parameters. DIC is given by $\text{DIC} = Dhat + 2 \ pD$ (Spiegelhalter et al., 2003). Moreover, receiver operating characteristic (ROC) curve analysis was used to compare across models.

### 5. Results and discussion

#### 5.1. Model estimation, interpretation and diagnostics

As mentioned earlier that the main objective of this paper is to investigate whether the weather information from airport weather stations can be utilized as input for the nearby roadways’ management systems. Two logistic regression models with Bayesian inference technique were calibrated. (i) The first model was meant to see if the visibility data from the airport weather stations can be used to detect the visibility conditions of the nearby roadways; the fog related crashes were compared to the non-obstructed vision (NOV) crashes. (ii) The second series of models were calibrated to check the influence of visibility conditions on crash occurrence; crashes with different thresholds for poor visibility were compared with randomly selected non-crash cases. Poor visibility crashes are defined as crashes occurred when the visibility was below 1-mile.

#### 5.2. Fog vs. non-obstructed vision crashes

A total of 90 fog related crashes were documented within the study area and 360 non-obstructed vision crashes were randomly selected and matched to the fog related crashes. Bayesian logistic regression model was employed here along with weather information from the airport detectors and the geometry characteristics and traffic data e.g. AADT, roadway type, number of lanes, etc. Table 3 shows the model results and fit statistics. Only visibility came out to be significant with a negative sign, which demonstrated that poor visibility conditions may increase the likelihood of crash occurrence. None of the roadway geometry or traffic parameters came out to be significant in the model, however, the model has a large ROC area of 0.937 which indicates that the hazardous visibility condition can be easily classified using data collected from airport weather stations. It also indicates that in case of poor visibility, this factor dominates all other geometric and traffic factors.

#### 5.3. Poor visibility crashes vs. non-crash cases

The preliminary analysis as well as the abovementioned model indicated that weather information and particularly visibility collected from the airport weather stations can be used to represent the nearby roadways visibility conditions with high confidence level. Here we make a step forward to investigate the influence of visibility conditions on crash occurrence. Different thresholds of poor visibility conditions have been considered by comparing poor visibility crashes and randomly select non-crash cases. Thresholds for poor visibility conditions were attempted from a range of 0.1 mile to 1 mile with 0.1 mile increment. Detailed sample sizes for each threshold were shown in Table 4. It can be seen that there are mainly six distinct datasets with different crash sample sizes. Logistic regression models with the Bayesian inference approach have been used for each specific data and the estimate coefficients, credible intervals and model fits are shown in Table 5. Visibility

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Fog vs. non-obstructed vision crashes model.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
<td>Estimate</td>
</tr>
<tr>
<td>Intercept</td>
<td>2.639</td>
</tr>
<tr>
<td>Visibility</td>
<td>-0.644</td>
</tr>
<tr>
<td>ROC area</td>
<td>0.937</td>
</tr>
<tr>
<td>DIC</td>
<td>1792</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Sample sizes of different thresholds for poor visibility condition.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visibility threshold (mile)</td>
<td>Crash sample</td>
</tr>
<tr>
<td>0.1</td>
<td>51</td>
</tr>
<tr>
<td>0.2</td>
<td>72</td>
</tr>
<tr>
<td>0.3</td>
<td>242</td>
</tr>
<tr>
<td>0.4</td>
<td>242</td>
</tr>
<tr>
<td>0.5</td>
<td>390</td>
</tr>
<tr>
<td>0.6</td>
<td>390</td>
</tr>
<tr>
<td>0.7</td>
<td>390</td>
</tr>
<tr>
<td>0.8</td>
<td>504</td>
</tr>
<tr>
<td>0.9</td>
<td>504</td>
</tr>
<tr>
<td>1</td>
<td>643</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Crash vs. non-crash with different thresholds of visibility condition.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thresholds</td>
<td>Variable</td>
</tr>
<tr>
<td>0.3 Mile</td>
<td>Intercept</td>
</tr>
<tr>
<td></td>
<td>Visibility</td>
</tr>
<tr>
<td></td>
<td>Log (AADT)</td>
</tr>
<tr>
<td></td>
<td>ROC</td>
</tr>
<tr>
<td></td>
<td>DIC</td>
</tr>
<tr>
<td>0.5 Mile</td>
<td>Intercept</td>
</tr>
<tr>
<td></td>
<td>Visibility</td>
</tr>
<tr>
<td></td>
<td>Log (AADT)</td>
</tr>
<tr>
<td></td>
<td>ROC</td>
</tr>
<tr>
<td></td>
<td>DIC</td>
</tr>
<tr>
<td>0.8 Mile</td>
<td>Intercept</td>
</tr>
<tr>
<td></td>
<td>Log (AADT)</td>
</tr>
<tr>
<td></td>
<td>ROC</td>
</tr>
<tr>
<td></td>
<td>DIC</td>
</tr>
<tr>
<td>1 Mile</td>
<td>Intercept</td>
</tr>
<tr>
<td></td>
<td>Visibility</td>
</tr>
<tr>
<td></td>
<td>Log (AADT)</td>
</tr>
<tr>
<td></td>
<td>ROC</td>
</tr>
<tr>
<td></td>
<td>DIC</td>
</tr>
</tbody>
</table>
thresholds of 0.1 mile and 0.2 mile were not considered because of the small sample size of crash cases. It is worth mentioning that there were no difference in the number of crashes at 0.4, 0.6, 0.7, and 0.9-mile than in previous levels and these cutoff values were excluded.

Results of the Bayesian logistic regression models showed that visibility conditions and Log (AADT) are significant related to the crash occurrence under the poor visibility conditions. Visibility conditions are negatively correlated with the crash occurrence which indicates that the increase of visibility would bring down the crash occurrence probability. Moreover, the Log (AADT) is significant with a positive sign which can be interpreted as higher exposure would result in a high risk of crash occurrence. The four models show similar classification ability since the ROC areas are almost the same. Fig. 7 shows the absolute values of the coefficient estimates for the four models which were presented as dots and linked with lines for each model. From the figure it can be illustrated that the estimated values of Intercept and coefficients of Log (AADT) barely change while the coefficients of the visibility parameter decrease significantly as the visibility threshold increases. This phenomenon can be understood as that with the poor visibility thresholds increasing, the effects of visibility condition’s influence on crash occurrence decreases.

6. Conclusion

The main objective of this research was to explore the feasibility of utilizing the weather information collected from airports in crash risk assessment in real-time on highways. The study analyzed 6 years (2005–2010) of crash data in Florida, hazardous locations of fog-prone crashes were identified and ranked using GIS cluster analysis KDE. In the most hazardous counties in Florida, it was found that airports can provide more than 60% of spatial-temporal coverage of weather conditions in real-time for all crashes and more than 82% of the determined 5 nautical miles buffer zone.

Weather data collected from 8 airports in Florida were combined with traffic crashes within 5 nautical miles (NM) buffers of airports. Logistic regression models with Bayesian inference were calibrated to examine the effect of airport weather data, traffic, and roadway geometry data on crash occurrence. It was proven statistically that the reduction in visibility reported by airports’ weather stations is associated with crash occurrence. This means that we can identify the crash-prone conditions if this reduction in visibility is observed from nearby airports. Other issues such as the comparison between data reported at different airports and the overlap between airports coverage may need further research.

The results from this study indicate that the available real-time airport weather data can be utilized by traffic management centers (TMC) to mitigate the increased risk of limited-visibility. Airport weather stations can be a reasonably reliable source to determine visibility conditions of the roadways within 5 nautical miles radius around airports, and may be more depending on the location, type and overlap of buffers around airports. TMCs can benefit from the availability of real-time weather data from airports and utilize it with relatively negligible cost.
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