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Background

From water treatment facilities to self driving
cars artificial intelligence is getting deployed in
more and more critical systems. If these
deployment environments are found vulnerable
from any attack vector the results could be
catastrophic.

Compute Unified Device Architecture (CUDA) is
a parallel computing platform only compatible
with Nvidia GPUs

Nvidia GPUs and CUDA are seeing widespread
use across critical ecosystems in the private and
public sector.

During the lifespan of CUDA there has been one
reported CVE that involved a buffer overflow
error in the CUDA Toolkit.
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Problem Statement
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Can we utilize input fuzzing and other
common attack techniques to uncover
more vulnerabilities that lead to privilege
escalation or code execution within CUDA
and Nvidia Jetson Nanos™?
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Methods
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Utilizing other common attack techniques
on CUDA.
Attacking common open-source machine
learning pipelines like Hugging Face and
Tensor Flow looking for any opportunity of
exploitation.
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Other Language Bindings
C, Java, Go, C#, Rust, R, ...
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Results

- Current results center around open-
sources fuzzers, but with severe limitations

|
libFuzzer - a library for coverage-guided fuzz testing.

https://llvm.org/docs/LibFuzzer.html

¢ Finding Numerical Errors in Trained Image Classifiers

irst you need to train a model that you suspect may have numerical issues:

python examples/nans/nan_model.py --checkpoint_dir=/tmp/nanfuzzer --data_dir=/tmp/mnist --training_steps=35000 --init_scale=0.25

Then you can fuzz this model by pointing the fuzzer at its checkpoints.

python examples/nans/nan_fuzzer.py --checkpoint_dir=/tmp/nanfuzzer --total inputs_to_fuzz=1000000 --mutations_per corpus_item=100 H

https://github.com/brain-research/tensorfuzz

Challenges & Future Work

- Difficult area for fuzzing and other attack
techniques.

- Create reports on reproducible attacks
that lead to privilege escalation or
execution of arbitrary code within any
machine learning pipeline.
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