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Machine learning (ML) has many limitations and lacks 
fundamental security standards. Academic researchers and 
industry professionals alike aim to answer: how do we build 
and deploy trustworthy ML models?

 Create pre-trained model with highly similar weights to a 
regular distribution, but render the model inaccurate on 
specific images

 Modeled after attack by Wang et. al. [0] but with a different 
flavor of “trigger” image.

 Models are rarely bench-marked on metrics other than 
accuracy, leaving little evidence for trust. 

 ML models are easily distracted, deceived, and deluded.
 Idaho National Laboratory machine learning framework 

builds toward explainable and trustworthy results. 

 Approximately half of the triggers are effective
 Attack survives pruning, fine-tuning and drop-out layers

 Analysis is computationally heavy and time consuming
 Extend to further datasets and pre-trained models
 Those models must first be baselined (already completed)
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Accuracy  20% Dropout Rate  30% Dropout Rate

No Triggers  66.03%  63.78%

Only Triggers  43.39%  44.95%
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