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Landscapes undergoing intensive energy extraction activities present challenges to the
persistence of wildlife populations. Much of the oil and gas resources in western North America,
underliesagebruslfArtemisiaspp.)ecosystems. The greater sageus (Centrocercus
urophasianugis a sagebrush obligate that is dependent on this ecosystem for its entiyeléfe
Greater saggrouse are of concern because they have shown a precipitous decline in numbers
and distribution over the last half centurihe decline in greater sageouse populations is

largely attributed to extensive alteration and loss of habitat. As a consequence of this decline,
the greater saggrouse was recently listed under Eredangered®peciesAct of 1973as

warranted but preatled USFWS2010). Oil and gas development has been identified amthe

of theleading threatto the speciem the eastern portion of its range, which includes Wyoming
Concerns in areas that oil and gas development and greategreage overlap include direct

habitat loss, habitat fragmentation, effective habitat loss due to avoidance behavior, and reduced
fitness ratesncludinglower nest success. To address theseernl developedesearch

objectives ta 1) spatially quantify habitat quality for female greater sgigeise during the
reproductive period in the Atlantic Rim Project Area (ARPA) of saugthtral, Wyoming, which

was being developed for coalbed natgad (CBNG) resources, 2) utilize a Aampacted offsite
reference area (Stewart Creek [SC]) to assess factors potentially contributing to changes in
habitat quality resulting from energy development during the nesting period, and 3) explore

microhabitat caditions thatvere crucial to female greater sageuse reproduction. To achieve



my objectives | monitored radimarked female greater sagmuse throughout the reprarlive
period in 2008 and 2009.

In a geographic information 9gsn (GIS) frameworkl, quantified habitat quality for
greater saggrouse in the ARPA by generating a suite of halsipecific environmental and
anthropogenic variables at three landscape scales. With these variables, | modeled greater sage
grouse habitat occurrence andhéss outcomes for each female-tage. The final occurrence
models were in the form of resource selection functions (RSFspdeledfitnessasrelative
survival probabilitiesandincluded thenin a population growth rate function. The RSFs and
popuation growth rate function were combined into an ecological model predicting sink and
source habitats as well as a continuous habitat quality measure on the landscape. My results
showed that environmental and anthropogenic variables at multiple spated were predictive
of female greater saggouse occurrence and fitnessntiAropogenic variables related to CBNG
development were predictive in all of the final occurrence models, suggesting that anthropogenic
features were resulting in habitat avoidathrough all summer lifstages. My fithess modeling
illustrated habitaspecific and scale dependent variation in survival across the ARPA landscape.
When mappedhe final ecological model identified habitat patches wee contributing the
most topopulation persistence and that sotsizegk dynamics within the ARPA landscape may
be shifting as a result of CBNG development.

Documenting an anthropogenic impact that has already occurred yields limited inference
unless a means of comparison is ipoated. | evaluatehabitat and demographic responses of
greater saggrouse during nesting by comparing an energy development landscape (ARPA) to a
norrimpacted landscapg&C). | accomplished this by spatially shifting my nest occurrence and
survival nodels from the ARPA to SC. In addition, | compared nest survival rates between the
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areas. My nest occurrence and survival models were predictive in SC without the CBNG
predictor variable. Specific environmental variables that were robust predict@st of n
occurrence in both areas included big sagebrush canopy cover and litter that represented dead
standing woody vegetation and detacheaghoic matteboth at a 0.2%m? scale Further, he
variability in shrub heightat a 1.6km? scaleatwas highly predictive of nest survival in both
areas.The evidence of the predictive ability of my nest occurrence models an&he habitat
likeness between areas allowed tm@ssess what greater sageuse nest selection in the
ARPA might have loo&d like prior to the introduction of CBNG developmewgtreplacing time
(pre-development data) with space (using SC as a spatial controjdeledthe ARPA RSF
against the SC nest occurrence data (i.e., nest selection in the absence of CBNG development)
and then spatiallghiftedthe adjusted model back to the ARPHAowever,the range of
variability in habitat conditionbetween the ARPA and S&awused the spatial shifting of the
models to function poorly in practic&.his elucidates an important considtion in choasg
spatial control relatedabitat variability andhe predictive errorassociated witlextrapolation
out of the range of the data used to train the RBfus for a spatial control to function wetbot
only do habitat conditions needlte similar to the impacted area Iltie range of variability in
habitat conditions need to also c@mparable .Nest survival was significantly higher in SC
compared to the ARPA but nmest survival model did not explain this difference. In
conclusion, the reference area provided addalioriormation on possible impacts of CBNG
development in the ARPA; however, inference was limited withoutipuwelopment data.
Understanding hatat selection at macrohabitat and microhabitat scales is critical to
conserving and restoring greater sggeuse habitat. Because of the similar ecological
conditions, my microhabitat selection analysis for the greatergagese during the nesting,
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ealty and late broodearing periods incorporated both the ARPA and SC. Nest microhabitat

selection was positively correlated with mountain big sagebAughdentata vaseyanaand

litter cover. | found that female greater sageuse preferred areas wiheater sagebrush cover

and greater perennial grass cover during early and late-peacdg. However, did not find

forb cover to be predictive of early or late bramaring occurrence. My findings sugg#sit

sagegrouse inhabiting xeric sagebrusra bi t ats (025 c¢cm annual preci |
cover and grass structure for nesting as well as breadng and that these structural

characteristics may be more important than forb availability at the microhabitat scale.
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CHAPTER 1

INTRODUCTION

FemaleSageGrouse Breeding Ecology
SagebrushArtemisiaspp.) is the most widespread vegetation in the Intermountain lowlands of
the western United States (West and Young 2000). Greategsagse Centrocercus
urophasianush e r e a f t-gerro udsbesGabg)e ar e obl i gates of sagebr
sagelush for food and shelter throughout the entire year (Patterson 1952, Braun et al. 1977,
Swenson 1987). The sageouse is a relatively lorlived gallinaceous species (Zablan et al.
1993) with high adult annual survival and low reproductive rates (Clgretedl. 2000). Within
the sagebrush ecosystem sggause utilize distinct habitats for nesting, brgedring, and
winteringlife-stagegPatterson 1952, Schroeder et al. 1999, Connelly et ala011

Sagegrouse are a polygamous species that breddaditional strutting grounds or leks.
As a with all lekking birds, males provide neither parental care nor resources (i.e., nesting or
foraging sites; Schroeder et al. 1999). Initial breeding dates vary fegeagge across their
range, but in Wyonmg and Montana female sageuse generally breed between early and late
April, although annual weather variations can cause delays in breeding and nest initiation
(Schroeder et al. 1999). Within a few days of being bred, females retire to the loctayr of
nest site and remain relatively sedentary until they nest (Patterson 1952). Femal®ssge
show high fidelity to nesting areas and often
1952, Schroeder et al. 1999, Holloran and Anderson 2@¥#gegrouse begin laying
approximately 3 weeks after copulation (Schroeder et al. 1999). The duration of egg laying
averages 7 to 10 days and the incubation pedandes betweeP5i 29 days (Schroeder et al.

1999). Depending on the copulation datechiatg can begin as early as April and as late as July
1



for renests. Saggrouse clutch size ranges from 6 to 9 eggs and averages 7 eggs (Patterson
1952, Schroeder et al. 1999, Connelly et al. 2011). Nest success ranges from 12 to 86%
(Schroeder et al. 199 Connelly et al. 201, and is typically lower than other prairie grouse
species (Connelly et al. 2000). Further, nest success in relatively unaltered habitats averages
51% while in altered habitats nest success averages 37% (Connelly et b). 2011

After hatch, females with young move a short distance from their nest for the first few
weeks, during which time chicks feed mainly on invertebrates (i.e., early-beaadg habitat;
Hannon and Martin 2006). Later, when the chicks are more mobile atldecaroregulate, the
female takes them further from the nest to late breading locations that provide succulent
vegetation and adequate cover (Bergerud and Gratson 1988, Connelly et al. 2000). Late brood
rearing habitats are used until brood breakugairly September (Connelly et al. 2@)L.1
Reported chick survival rates are highly variable (Connelly et al.0Xdhick survival from
hatch to breeding age averaged 10% from several studies summar2eiuigrd et al. (2004).
Current Status of the SageGrouse
Sagegrouse were described as being very plentiful by explorers who visited regions they
inhabited prior to European settlement (Coues 1874). Yet, early in the 1900s concern began to
arise about observed decreases in-gggase populations @tnaday 1916). Saggrouse
populations have undergone a significant decline over the last 60 years; primarily due to
extensive alteration and loss of sagebrush steppe habitat (Connelly and Braun 1997, Connelly et
al. 2004). Schroeder et al. (2004) estigdlathe current extent of sagebrush habitat is 668,412
km?2 or approximately 56% of the presettlement area of 1,200,483 km2. Historicalkgreage
occurred in 16 states aBdCanadian provinces; howevgreater saggrouse have been
extirpated from Btish Columbia and the Gunnison sagy@use C. minimu$ havebeen
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extirpated from Arizona, New Mexico, Oklahoma, and Nebraska (Schroeder et al. 1999). At
present, saggrouse populations occur in 11 states and two Canadian provinces, and many of the
remaining populations are isoldtéKnick and Connelly 2011)The largest proportion of
remaining sagebrush habitats are in Wyoming (Connelly et al. 2004, Doherty et al. 2008)

In response to this downward population trend the greatergsagse has bee
reviewed, by the U.S. Fish and Wildlife Service (USFWS), for listinder the Endangered
Species Acfour times in the last decadé& 2010, the USFWS concluded that the greater-sage
grouse was warranted for protection under the Endangered SpecwslAEB, but currently its
listing is precluded because other species are under more immediate threat of extinction.
(USFWS 2010). The primary factors identified by the USFWS (2010) as contributing to greater
sagegrouse decline include invasive speciafastructure (i.e. roads, powerlines and pipelines),
energy development (mainly oil, gas, and coalbed natural gas [CBNG]), and wildfire.
Study Justification
The global demand for energy has increased by >50% in the lasehaliry and is expected to
continue at this rate through 2030 (National Petroleum Council 2007). Fossil fuels are expected
to continue to account for 887% of total world demand with oil, natural gas, and coal being the
primary sources (American Gas Association 2005). gagesepopulations are often
negatively affected by energy development activities (Naugle et al. 2011). Research has
demonstrated that impacts of energy development on greategsage populations include
lower male lek attendance and a decline in lek persist (Holloran 2005, Walker et al. 2007);
lower yearling male recruitment to disturbed leks (Holloran et al. 2010); avoidance of critical

seasonal habitats (Lyon and Anderson 2003, Doherty et al. 2008); lower nest initiation rates



(Lyon and Anderson 2003pwer annual adult female survival (Holloran 2005, Holloran et al.
2010) and increased chick mortality (Aldridge and Boyce 2007).

Approximately 70% of the remaining sagebrush steppe and the distribution of sage
grouse are on public land with 50% fallingder the jurisdiction of the Bureau of Land
Management (BLM; Connelly et al. 2004). Mitigation measures in oil and gasdaiasionly
employed by the BLM and other federal agencies to protectgragse breeding grounds and
nesting habitabver the Iat several years focused 08.2-km radiusaround saggrouse lekking
sites based on earlier research am@hagement recommendatigBsaun et al. 1977)
Specifically,thesemitigation measures include 3.2 km timing lease stipulation buffer that
prohibits surface disturbing activities from March 1 to June 15, wileNelopment waallowed
in these areas duringd remainder of the year. AdditionallyDa km controlled surfacese
(CSU) stipulatiorbuffer wasestablished around occupied sageuse lek sites that precludes
infrastructure within the CSU buffer on a ygaund basis. However, Aldridge and Boyce
(2007) reported that source nesting and brooding habitats were on average ~6 km from active
leks and Connét et al. (2000) suggest thatksn radii and 1&m radii buffers around active
leks may be required to protect reproductive habitats formgnatory and migratory sage
grouse populations, respectively. Further, Beck (2009) reportethésat mitigation measures
have been largely @ffective at reducing impacts sagegrouse in energy development
landscapes. Thus, focusing management on a fixed buffer around leks may not be adequate to
ensure viability of saggrouse populations. Due the impacts of energy development on sage
grouse and an increased demand for domestic fossil fuel production, innovative resource
management and extraction processes must be implemented to maintain viagl®gsge

populations within the sagebrush biem



The dynamics of species at risk of extinction are determined by their demographic
characteristics, the distribution and quality of their habitats, and the changes in these factors in
response to various natural processes and anthropogenic threatsaf/sketal. 2004).
Associations between an animal dés fitness and
habitat disturbance (Kastdalen et al. 2003). To evaluate options for reducing impacts, habitats of
high biological value (i.e., criti¢dnabitats) need to be identified in areas that are proposed for
energy development (Abbitt et al. 2000, Wilson et al. 2005). In a critical review of habitat
selection studies in avian ecology, Jones (2001) identified a prevailing issue among researcher
studiesto not consistently evaluate the behavioral and fithess context of their findings. This is
unfortunate, because a complete measure of habitat selection and habitat quality should involve
the assessment of whether the identified habitat preferaneeslaptive (Jones 2001).

Therefore, linking resources to animal occurrence and population fitness is necessary to manage
for population persistence (Aldridge and Boyce 2007). Studies that provide a means of
guantifying habitat value by incorporatinghitat selection and its relationship to fithess
outcomes (Van Horne 1983) are essential to conservation planning and management of sage
grouse and other species of conservation concern.

Study Area

My study was conducted in the Atlantic Rim project g@R&PA) that was being developed for
coalbed natural gas (CBNG) reserves, and aimpacted reference area (Stewart Creek [SC];

Fig. 1.1). The majority of land in the ARPA and SC is federally owned and administered by the
BLM. The ARPA and SC are domimat by Wyoming big sagebrusA. . wyomingensisand
mountain big sagebrugi. t. vaseyanpcommunities and provide yeesund habitat for sage
grouse (South Central Sageouse Local Working Group [LWG] 2007).
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The ARPA lies in southern Carbon Countyyoming and encompasses 1,093 kmz in
Townships 13 through 20 North and Ranges 88uiin 92 West. The ARPA liesast of
Wyoming Highway 789 between Rawlins and Baggs and includes 64.3% (701.9 km?) federal,
5.2% (57.0 km?) state, and 30.5% (334.1 km?)giavands.The BLM-Rawlins Field Office
manages the federal lands as well as 22.6 km? of federal mineral estates underlying private land
within the study area (BLM 2007). The ARPA and adjacent areas to the west were producing oll
and natural gas with lge reserves of natural gascurringin the project area (BLM 2007).
Eighty-nine documented saggouse leks were distributed throughout the ARPA at a density of
1 lek/13 knf. Major land uses in the ARPA included energy extoacand livestock grazing.

The SC is approximately 32.2 to 64.4 km north and west of Rawlins and encompassed
approximately 820 kmz of federal (70.0 %), state (5 %), and private (25 %) lands in Sweetwater
and Fremont counties, Wyoming. The SC included Townships 23 to 25 North agelsF to
92 West. Twelve documented leks were distributed throughout the SC with a density of 1 lek/68

km?. Livestock grazing, primarily cattle, was the main land use within the SC.
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Figure 1.1.The Atlantic Rim and Stewart Creek study areas in relation to the currentwateye

sagegrouse distribution. Study areas are located in scemitral Wyoming, USA.
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CHAPTER 2
Modeling Greater SageGrouse Source and Sink Habitats

in a Developing Coalbed Natural Gas Field in SoutiCentral Wyoming
In the format ér manuscript submittab the Journal of WildlifeManagement

ABSTRACT

Although many studies have evaluated habitat selection by animals, few have assessed the
relationship beveen selected habitat characteristics and fithess outcomes. Habitat quality is the
ability of the environment to provide conditions suitable for individual and population
persistence (Hall et al. 1997). Quality is often compromised when source hatathtst or
fragmenteddue to energy developmeméducing the overall ability of populations to survive and
reproduce withiraltered landscapesvly objective was to model habitat quality and source and
sink habitats for greater sageouse Centrocercusirophasianujin the 1,093 krhAtlantic Rim
Project Area (ARPA) of soutbentral, Wyoming, which is being developed for coalbed methane
natural gagCBNG) resources.| modeled habitat selection, as resource selection functions
(RSFs), and habitapecificsurvival using data from = 167 female saggrouse monitored

from May through August 2008 and 2009. By coupling the final habitat selection models and
survivd models, in a GIS framework spatially predicted habitat quality as well as sink and
sourcehabitats on the ARPA landscape. Over the reproductivesebsvaluated relationships
between environmental (e.g., percent big sagebtarisia tridentathcover, grcent bare

ground, andopographiovetnessndex) and anthropogenic (e.g., distat@wanthropogenic edge,
CBNG well density, and linear fence distance) spatial variables and habitat selection and survival

at three landscape scales (0,25, and 5km? circular scales). Because ragalysis was mainly
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exploratoryl used asequentialmdde ng approach and Akai kebds | nf
identify the besfit models ad to make model inferencesuded binary logistic regression and

selected best models with Aidjusted for small samples (AJQo explore habitat selection for

neging, early and late broegkaring females, and for ndmmooding females in elgrand late

summer. Furtherd sed Cox0s proporti onganh& reehnigbe mo d el
adapted for survival analysis, to identify the most predictive variables for nest, brood, and adult
female summer survival.

My results demonstrate a suite of environmental and anthropogenic variables at multiple
spatial scales that are predictive of occurrer&agebrush canopy cover was present in our RSF
models throughout every summer female-$itage with the exception ofdlearlynon-brooding
Nesting grouse selected habitats with greater litter and big sagebrush cover at-kme*Geie.

Both early and late broeckaring hens showed selection for large patchésnf) of moderate
sagebrush cover, but avoided areas whe highest sagebrush cover availalidgen though

there is some habitat overlap, mgsults show that during the summer, #wooding females did
notselectfor the same habitat characteristics as females with broods. For example, unlike late
broodrearing late norbrooding females selectéadbitats closer to forest edge.

Anthropogenic variables related to CBNG development predictive in all of the final
occurrence models, suggesting that anthropogenic featuresegatvelyinfluencinghabitat
selection through all summer lisgages of female saggouse.Visual well density was
negatively correlated with female sagmuse occurrence during nesting and early breading
at the km? scale, and early nebrooding and late nebroodirg at the 5km? scale, whereas the
percent of surface disturbance was correlated with late bemothg occurrence at thekn®
scale. The addition of 1 visible well within 0.564 km decreased the probability of nest
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occurrence by approximately 35%. Pertcgurface disturbance had a quadratic relationship with
late broodrearing occurrence suggesting that moderate disturbance was tolerated, but as
disturbance approached 8%, a threshold of tolerance was reached and avoidance began to occur.
My survival resits illustratedseverahabitatspecific and scale dependent variations in
survival or risk across the ARPA landscajaily nest survival was positively correlated with
Wyoming big sagebrust\( t. wyomingensjover within a km? area. Thevariability in shrub
heights within a &km? area was predictive of nest, brood, and adult female survival throughout
the summer. Because a strong correlation existed between shrub height variability and survival
in all of my survival models, it appearsahstands with homogenous vertical cover of sagebrush
and other shrub species were riskier habitats for females in every sumrstadieDaily brood
survival was negatively correlated with anthropogenic surface disturbance that exceeded
approximately 6 within a tkm? area. Yet, daily female survival did not have a negative
relationship to anthropogenic edge.
My results demonstratbat habitat quality was not homogenous across the ARPA
landscape, but spatially variable among habitat patchies.RF models for each lifstage
were rescaled between 0 and 1 and projected back on the ARPA landscape in GIS to display
relativeprobabilities of occurrencd.then merged he RSF 0 s -sftageto preduaela | i f e
final occurrence layer that spatially predicted the areas with the highest andridatbss
probability of use in summer. Also, for each4geage, survival estimates calculated with the
KaplanMeier (Ki M) productlimit estimator were combined with the variable adjusted survival
coefficientsdt er i ved from Cox 6s primgbaseling sarvivallprobaklityar d s
functions (SPFs). This enabled us to predict survival in GIS on the basis of-bBpbit#ic
landscapescale variablesic o mbi ned SPF6és with fixed demograp
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thatl projectedback on the ARPA landscape. Ngmbda layer thus predicted habitats that
contributed to poputaon surpluses or deficits. Mgmbda madel predicted that 87% of sage
grouse habitat within the ARPA has the potential to be contributing to a stable or increasing
sagegrouse populatioi(O 1) .

| combined the female summer occurrence layer and lambda layer in GIS and distributed
these combinelhyers into quartiles to predict selected and-selected source and sink habitats.
The sourcesink map predicted that of the sagy@use habitat within the ARPA, 40% was
selected source, 42% was reglected source, 14% was selected sink, and 4% wmesehected
sink. My results provide evidence that sousiek dynamics within the ARPA landscape may
be shifting as a result of CBNG development. The apparent shift is largely being driven by
avoidance or displacement and not fithess consequembasis, this shift ismainly resulting in
selected source becoming reelected source habitats.
INTRODUCTION
The presence of animals in anthropogatominated landscapes is often neither adaptive nor
positively related to fithess outcomes such as repraatuoti survival (Van Horne 1983, Jones
2001, Schlaepfer et al. 2002, Aldridge and Boyce 2007). Consequently, density or animal
occurrence considered alone is a misleading indicator of population fitness (Van Horne 1983,
Chalfoun and Martin 2007, Aldridgend Boyce 2007). A primary goal of modeling wildkfe
habitat relationships should be to understand the suite of habitat features that affect occurrence as
well as abundance or fitness of a species (Jones 2001, Morrison et al. 2006). Thus a true
measure ohabitat quality, the ability of the environment to provide conditions suitable for
individual and population persistence (Hall et al. 1997), should be based on the combination of

occurrence and fithess measures such as survival and productivity.
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Sourcesink dynamics are predicated on the fact that habitat quality is heterogeneous
throughout a landscape and that fithess parameters are often-spbédift (Falcy and
Danielson 2011). Local population persistence depends on a balance between mattality an
fecundity in addition to demographic surpluses from adjacent source habitats (Pearson and
Fraterrigo 2011). Sink habitats are characteristically substandard habitats where resources are
scarce and, consequently, survival is possible, but reproduclilbough it may occur) is usually
poor (Pulliam and Danielson 1991). Selected
sudden anthropogenic change acts to uncouple the cues that individuals use to assess perceived
habitat quality from true quality (Skeepfer et al. 2002). Source habitats are critical in a
landscape being altered by human activity (i.e., developing energy field) because they act as
population refugia (Pearson and Fraterrigo 2011). Source habitats are associated with high
quality habiats that tend to yield a surplus of individuals because births exceed deaths, whereas
sink habitats on average yield a demographic deficit (births below mortality; Pulliam and
Danielson 1991)The finite population growth rate or lambda }s avital metic for judging
| ocal popul at i ogink dymamiasl(Rulhaén 1988, Nicheloand Hines 2002).
Healthy populations are generally stationary, that is neither growing norideciin [ &= = 1] ,
i ncr e a %) whageaq uaheaitipopulations ard e ¢ | i nli; Gotelli 2088). <

Greater saggrouse Centrocercus urophasianubgreafter saggrouse) studies
incorporating geographic information systems (GIS) and remote sensing have identified selection
at several landscagseales (e.g., Homer et al. 1993, Wisdom et al. 2002, Aldridge and Boyce
2007, Aldridge and Boyce 2008, Doteet al. 2008, Doherty et al. 2010). Habitat quality can
also vary at different scales (Diez and Giladi 2011). Accordingly, for landscape species
with large ecological neighborhoods (Addicott et al. 1987), such as th@ysage, variables
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shouldbe measured at multiple scales that are biologically relevant to that species (Johnson
1980, Morris 1987, Wiens 1989). In addition, assessing multiple spatial scales allows us to
understand how a species occurrence and survival is affected by hab#ateristics at
different scales and the interactions across these scales (Wiens 1989). Research has
demonstrated the importance of considering multiple scales when evaluating habitat selection
(Thompson and McGarigal 2002, Lawler and Edwards 2006, Gmadod Martin 2007,
Doherty et al. 2010) and fitness (Robinson et al. 1995, Reid et al. 2006, Robinson and Hoover
2011). Further, fragmentation may affect productivity through different mechanisms at different
spatial scales (Diez and Giladi 2011). Alilgh others have assessed sgigrise fitness related
to habitat occurrence at a single landsesqgae (Aldridge and Boyce 2007) none have assessed
sagegrouse fitness at multiple spatial scales.

The global demand for energy has increased by >50% inghldicentury and is
expected to continue at this rate through 2030 (National Petroleum Council 2007). Fossil fuels
are expected to continue to account for@3% of total world demanadvith oil, natural gas, and
coal being the primary sources (Americaas Association 2005). Anthropogenic development
resulting in changes in land cover can alter abundance and spatial patterns of habitat use and may
have negative consequences for population persistence (Lindenmayer and Fischer 2006,
Aldridge and Boyce 27, Naugle et al. 2011) as well as the distribution of source and sink
habitats (Pulliam 1988). Specialist species such asgragse are particularly vulnerable to
habitat fragmentation contributing to variability in habitat quality (Pearson and iKgat2011)
and researchers are only beginning to understand the response-gifcaesgepopulations within
an entire landscape to anthropogenic change (Connelly et al. 2000). However, the development
and subsequent extraction of fossil fuels has beenmemajas one of the factors contributing to
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the decline of saggrouse throughout its range (Connelly et al. 2004, Naugle et al. 2011).
Research has demonstrated that impacts of energy development on greajenissge

populations include lower male lalitendance and a decline in lek persistence (Holloran 2005,
Walker et al. 2007, Harju et al. 2010); lower yearling male recruitment to disturbed leks
(Holloran et al. 2010); avoidance of critical seasonal habitats (Lyon and Anderson 2003, Doherty
et al. 2@8); lower nest initiation rates (Lyon and Anderson 2003); lower annual adult female
survival (Holloran 2005, Holloran et al. 2010) and increased chick mortality (Aldridge and

Boyce 2007). Due to these impacts and an increased demand for domestiadbpsidduction,
innovative resource management and extraction processes must be implemented to maintain
viable greater saggrouse populations within the sagebrush biome.

Sagegrouse are a relatively lodiyed species (Zablan et al. 1993) with high adnihual
survival and low reproductive rates (Connelly et al. 2000), that translates to lower potential
growth rates when compared to other gallinaceous species-g&ape rely on contiguous
intact expanses of sagebrush for all-Btages (Patterson 1952chroeder et al. 1999, Connelly
et al. 2004). Saggrouse utilize distinct habitats within the sagebrush ecosystem for nesting,
early broodrearing, late broodearing, and wintering. Extensive loss and fragmentation of big
sagebrushArtemisia tridenita spp) steppe habitat have reduced the current distribution of
sagegrouse to about 50% of their original range (Schroeder et al. 2004). The largest proportion
of remaining sagebrush habitats are in Wyoming (Connelly et al. 2004, Doherty et al. 2008).

Nest success is a key vital rate for avian species and can be defined as the probability that
a nest survives from initiation to completion with at least 1 egg hatching (Rotella et al. 2004).
Researchers have suggested that lower nest success-gra@asgeis likely a significant factor in
population declines (Bergerud 1988, Crawford et al. 2004, Baxter et al. 2008). Across grouse
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species, 50% of chicks, on average, die between hatching and brood breakup in August and
September (Bergerud 1988). Findirdigen many studies suggest grouse population declines
may be driven by changes in the production and survival of chicks (Bergerud 1988, Beck et al.
2006, Hannon and Martin 2006), which is particularly true for-gmgase (Connelly and Braun
1997, Aldridgeand Brigham 2002, Crawford et al. 2004). A ramgée life-stage simulation
analysis found that saggouse chick survival was the second highest contributor to lambda
(Taylor et al. 2012). Grouse chick mortality is generally highest during the frseRs post
hatch when the primary causes of mortality include exposweldovet weather, predation, lack
of food, and poor condition of the chick or female (Hannon and Martin 2006, Gregg et al. 2007).

Adult female survival is often not considered a gigant driver of wildlife population
persistence, as the emphasis is usually on production of offspring (i.e., nest and brood success);
however McDonald and Caswell (1993) describe several studies on avian species including sage
grouse and prairie chickerfTympanuchuspp ) wher e survi val of adult
significant vital rate for lambd&Population viability analysis for a sageouse population in
northern Colorado indicated that adult and juvenile survival were the most significdmaigs
followed by adult and juvenile fecundity (Johnson and Bre@®0). Further, a recent range
wide sagegrouse population growth assessment found that when compared to all other vital rates
female survival had the greatest influence on lambda ¢raylal. 2012). Mortality in adult
female saggrouse appears to be dictated by seasonal patterns (Connelly et al. 2000, Moynahan
et al 2006), suggesting the need to understand mortality forgsagse on a seasonal basis.

My research was conductedtire Atlantic Rim project area (ARPA), which is a coalbed
natural gas (CBNG) field in the early stages of development, in-seutinal, Wyoming, USA.
The BLM Record of Decision (ROD) for the Atlantic Rim Natural Gas Field completed in 2007
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describes thealelopment of 2,000 natural gas wells, in addition to 116 exploration wells that
were already drilled (BLM 2007). Well field development for the ARPA includes the drilling of
1,800 coalbed natural gas wells and 200 deep natural gas wells at a down aipa2idda (80
ac) per well (BLM 2007). Development and drilling began in 2007 and will continue for
approximately 20 years, with the project life expected to range from 30 to 50 years (BLM 2007).
Various drilling and production related facilities (e @ads, pipelines, water wells, disposal
wells, compressor stations, and gas processing facilities) will also be constructed within the
ARPA (BLM 2007). At the conclusion ohy field research in August 2009, approximately 600
natural gas wells were estahed in the ARPA. The ARPA supports a substantial-gagese
population and has one of the highest lek densities in Wyoming with 89 documentepics.esge
leks at a density of 1 lek/13 Km

Because habitat quality is a function of a habitats conduesseto survival and
productionmy primary research objective was to spatially quantify sgrgese habitat quality
in GIS on the basis of occurrence and fithess models containing the most predictive landscape
variables This approach offers a means abpgtizing habitat importance related to sagr@use
population persistence. As my primary goal was to predict and map habitat quality, | designed
my analysis to identify the bestipported landscape predictor variables, but not to identify all
landscapevariables that potentially may be correlated to occurrence or survival (Arnold 2010) in
the ARPA. Earlier attempts at identifyicgtical sagegrouse habitat have focused on nesting
and brooerearing habitats exclusively (e.g., Aldridge and Boyce 2007, Aldridge and Boyce
2008) and identified sink and source habitats based on thestalifes (e.g., Aldridge and Boyce
2007). Howeer, one cannot truly estimate habitat quality and identify sink and source habitats
without integrating a population growth estimage)(ito the analysis. That is, knowing that a
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habitat has a lower quality does not provide an indication of the poputatidness
consequences. In addition, by definition source habitats should yield a demographic surplus
(Pulliam and Danielson 1991). Specific objectivemgfresearch were to 1) generate resource
selection functions (RSFs) for the lis¢ages specifito female saggrouse reproduction, 2) use
survival modeling to produce habispecific survival models for nests, broods, and adult
females over the reprodina periodand express these models as survivorship fungtg)ns
guantify habitat as it relagddoe- thus predicting habitats that contribute to popigdatsources or
sinks and 4 in a GIS framework combine habHspecific occurrence probabilities with
pr ediwalues i spatially identify sink and source habitats as well as critical dinutorg
reproductive habitats to determine which areas, if protected, have the highest potential to
contribute to persistence of sageuse populations in the ARPA landscape.
STUDY AREA
The ARPA lies in southern Carbon County, Wyoming and encompa@83Km?2 in Township
13 through 20 North and Ranges 89 through 92 WHs¢ ARPA extends approximately 77 km
north and south between Rawlins and Baggs, and includes 64.3% (701.9 km?) federal, 5.2%
(57.0 km?) state, and 30.5% (334.1 km?) private land® BllM-Rawlins Field Office manages
the federal lands as well as 22.6 km? of federal mineral estates underlying private land within the
study area (Bureau of Land Management [BLM] 2007). Major land uses in the APRA include
energy extraction (see Introduanti), livestock grazing, and hunting.

The ARPA is within the serdesert grasshrub zone in the Cool Central Desertic Basin
and Plateaus major land resource area (Natural Resources Conservation Service [NRCS] 2006).
The semidesert grasshrub zone is @racterized by a vast sagebrush steppe with low average
annual precipitatioibetween 18.0 to 30.5 cm (NRCS 2006). The region encompassing the
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ARPA normally has cool temperatures with average daily temperatures ranging between a low of
116 degreesq C ard a high of 0.%C in midwinter and between 43 and 24C in midsummer
(BLM 2006). Temperature extremes range fiicgt6xC to 3&C with the frostfree period
generally occurring from milay to mid September Precipitation is evenly distributed
throughout the year with minor peaks in May, July, and October. The snowiest months are in
December and January with an average of 98.6 cm of snow falling during the year (BLM 2006).
Because of the wide variation @éevation and topography within the ARPA, ssigecific
climatic conditions vary.

The northern portion of the ARPA (approximately 20%) lies within the Great Divide
Basin. The Great Divide Basin is a closed basin, which splits the Continental Dividesamal ha
hydrologic outlet. The southern portion of the ARPA is situated within the Yampa watershed, a
tributary of the Colorado River. The ARPA is bisected by the southern margin of the
Continental Divide and the northern portion of the ARPA parallels #stesn margin of the
Continental Divide (BLM 2006). The Atlantic Rim forms a portion of the southern margin of
the Continental Divide and is the most significant topographic feature within the study area. The
southern portion of the ARPA is characteribgdfairly rough terrain bisected by deep drainages
with prominent hogback ridges, knolls, and escarpments. The northern portion of the ARPA
contains less severe terrain and is characterized by drainage basins, rolling hills, hogback ridges
and escarpmesitwith the prominent Atlantic Rim to the east. The major drainages within the
ARPA include Fillmore Creek draining to the north and Muddy Creek, Cow Creek, Wild Cow
Creek, Cherokee Creek, and Deep Creek draining to the south. Elevations within tlaeesudy

range from 1982 to 2529 m (BLM 2006).
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Vegetation communities occupying a significant portion of the ARPA include Wyoming
big sagebrush. t. wyomingensis Wyoming big sagebrush/bitterbrudPufshia tridentata,
mountain big sagebrush.(t. vaseyans), mountain big sagebrush/bitterbrush, alkali sagebrush
(A. arbuscula longilob® basin big sagebrush.(t. tridentatd), silver sagebrush(
cang/bitterbrush, greasewoo&rrcobatus vermiculatyéasin big sagebrush, Utah juniper
(Juniperus osteospeanwoodland, and aspeR¢pulus tremuloidgavoodland (BLM 2006)

Mountain (50%) and Wyoming (34%) big sagebrush are the dominant vegetation types in
the ARPA (BLM 2006). The mountain big sagebrush cover type is mainly distributed along the
foothills athigher elevations within the study area. Bitterbrush, chokecherayngs
virginiana), alderleaimountain mahogan{Cercocarpos montanjsDouglas rabbitbrushq.
viscidiflorug, rubber rabbitbrusre, nauseosysSaskatoorserviceberry Amelanchier
alnifolia), and mountain snowberr$gymphoricarpos oreophilyare other common shrubs
within this cover type. A variety of forb and grass species compose the understory within the
mountain big sagebrush cover type. Common forbs in@dudsvieaf balsanwoot Balsamorhiza
sagittatg, beardtongueRenstemomspp), bluebells Mertensiaspp), buttercup Ranunculus
spp), false dandelionXgoseris glaucg geranium Geranium richardson)i groundsel $enecio
spp), Indian paintbrushGastillejaspp), locowee (Astragalusspp), phlox Phlox multifiorg),
sego lily Calochortus nuttallianum silky lupine Cupinus sericeys sulfur buckwheat
(Eriogonum umbellatuinand wild onion Allium spp; BLM 2006). Common grasses
associated with mountain big sagebrusimewnities includdluebunch wheatgrass
(Pseudoroegneria spicatabottlebrush squirrelta(Elymus elymoidgsgreen needlegrass
(Nassella viriduld, Idaho fescueRestuca idahoensjslittle bluegrassfoa secundg mutton
bluegrasg¢Poa fendleriang neealle-andthread Hesperostipa comajaoniongrassNlelica
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bulbosg, prairie junegras@oeleria cristatg, spike fescuelfeucopoa king)i, andthickspike
wheatgrassElymus macrourusBLM 2006).

Wyoming big sagebrush dominates the more arid lower elevations within the ARPA.
Other shrub species associated with this cover type inbhaten snakeweed>utierrezia
sarothrag, cotton horsebrusiT étradymia canescendouglas rabbitbrush, rubber ratiioush
and winterfat Krascheninnikovia lanafa Major forbs comprising the understory include
beardtongue, hollyleaf cloveriifolium gymnocarpuin, H o o d Bhiox hpddi), borvker(
sandwort Arenaria hooker), locoweeds, goldenweeH#&pplopappuspp), low buckwheat
(Eriogonum ovalifoliuny spring parsleyGymopterus acaul)jsand wild onion. Common
grasses in Wyoming big sagebrush communities include bottlebrush squirreltail, Indian ricegrass
(Achnatherum hymenoidedittle bluegrass, neediendthread, thickspike wheatgrass, threadleaf
sedge Carex filifoli), and western wheatgragzascopyrum smithiBLM 2006).
METHODS
Radio-marking and Monitoring
| captured female saggouse from 14 leks in the ARPA in 2008 and 2009 using established
spotlighting and hoognetting techniques (Giesen et al. 1982, Wakkinen et al. 1992). Selected
leks were evenly distributed throughout the ARPA to ensure equal eagtart across the study
area and to obtain a random sample of the population (Manly et al. 20fi2)ched VHF radio
transmitters (Model A4060; Advanced Telemetry Systems Incorporated, Isanti, Minnesota,
USA) to females with a PV«€overed wire neckla Transmitters weighed 22 g (~1.4% of
mean female saggrouse body mass); had a battery life expectancy of 789 days; and were
equipped with motiorsensors (i.e., radittansmitter pulse rate increased in response to
inactivity after 8 hours)| classifed sagegrouse as yearlings (first breeding season) or adults
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(second breeding season or older) based on the shape, condition and coloration of the outermost
wing primaries, and the outline of the primary tail feathers (Eng 1955, Dalke et al. 1963).
weighed each grouse to the nearest 1 g and collected a blood sample for genetic analyses. Blood
samples were obtained by clipping a vestigial toenail from a metatarsus and storing blood
samples on Whatman (2008) FTA micro cards; blood samples were coflacggetic
analyses not associated witly study. Female saggrouse were captured and handled
according to University of Wyoming Institutional Animal Care and Use Committee approved
protocols (03032009).
| located saggrouse on the ground using hamdd receivers and-8lement Yagi

antennas.| used ground telemetry to monitor radi@arked females through the nesting (May
June), and early and late brewzhring periods (late Juh&ugust). Saggrouse locations were
recorded in Universal Transverse Mator (UTM) coordinates using a haheld 12 channel
Global Positioning System (GPS; Garmin Etrex; Garmin International, Olathe, Kansas, USA).
To minimize stress to the femalaecorded locations for newly discovered nests by projecting
the point with the GPdhtaihedlocatiors ofdadimarkadbizds byof 020
circling the signal source until the surveyor could either visually observe the bird on a nest or
with her brood or isolate the female to a few shrubs. To not be perceived as a& thireatked
the mooing sounds and loud movements of cattle when approaching-aneatted bird (Walker
2008). Myfield observations suggest that this technique redtimettequency of bird flushing.
After recording a nest locatiohretreatedn a meandering or zig zagging pattern to prevent
predators from following human scent to the nest.

Nest monitoringd | located radiemarked female saggrouse at a frequenayf O7 days
throughout the nesting seasdmmonitored nests until the conclusion of the nesting effort once a
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female was observed on a nest or triangulated to the same location over 2 uisid.
triangulatontomont or nest s f rOonrto nanimizé haimasnduces nastf O3
predation or nest abandonment. The fate of the nest was later determined by the condition of the
eggshells and shell membranes (Wallestad and Pyrah 1974). When nest fate could not be
determined| monitored females to asss whether they were brooding; a brooding female
indicated a successful nest. If possibl@etermined the number of hatched eggs by counting the
number of egg shellcap¢c onsi dered a nest successful i f 01
estimatedas the day midway between consecutive visits unless other diagnostic signs allowed
for a better approximation. A nest was considered to be successful if it hatched by
approximately\28 days (Schroeder et al. 1999); otherwise it was recorded as naturally
abandoned, abandoned due to researcher disturbance, nest predation, or unknown fate. If a nest
was depredateldnoted diagnostic evidence such as nest bowl disturbance, eggshell remains,
scat, or tracks at the nest site to determine whether avian or mammagdation occurred
(Thirgood et al. 1998).

Brood monitoringd | monitoredfemales that successfully hatched chicks at a frequency of
O7 days t oreaisyhabisasuselanddmat fate through August 2008 and 2009. At
each visit] attempted to determine if the female was still with her brood by visually locating the
chicks with binoculars or by observing brooding behavior (e.g., distraction displays, feigning
injury, clucking, and hesitation to flush).considered the brood th&perimental unit, rather
than individual chicks. Therefore, a brood was considered to have survivedis er ved O1
chick at approximately 40 days pdsitch. Forty days pesiatch is used as a eoff for late
broodrearing success because the majaritghick mortality has already occurred by this age;
consequently, chicks are more likely to survive to breeding age after this date (Aldridge 2005,
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Gregg et al. 2007, Walker 2008). For the survival analysistimated dates of brood loss at the
mid-point between the last date observed with a brood and the first date without. Females
thought to no longer be with brood were checked twice after the initial determination to confirm
brood loss.l conducted backo-back nighttime spotlight counts (Walk&t008) between 36 and
40 days poshatch to verify brood fate. This bat#back method allowed us to determine
brood fate mee conclusively. @nducting the count at night is lessorpronewhen compared
with daytime flush counts because mothers atyivood their chicks for warmth and
protection at night, making chick presence much easier to determine. Furthermore, Dahlgren et
al. (2010) estimated 100% chick count accuracy usingtiigiet spotlight counts. In addition,
an observer can accuratelgtdrmine brood presence, while avoiding the significant disturbance
caused by datime flush counts. considered the duration of the early brgedring period
from hatch to 14 dayand late broodearing period >14 days postha(€@onnelly et al. 1988
Thompson et al. 2006, Connelly et al. 2011).

Female monitoringd | monitoredfemale survival by field observation from early May
through August 2008 and 20091 ocat ed nesting and brooding ferl
daysandnoib r o odi n g 4Uayspast rest or Brdod loss, or after it was determined they
did not initiate a nest. In addition, aerial telemetry flights were conducted almost monthly
throughout the year, providing further information on summer female survival in addition to
winterfemale survival datal did not include females in the survival analysis for a period of 2
weeks after radionarking to account for trapping stress and collar adjustment (Winterstein et al.
2001). A female was considered to have survived the sumnier gisvived to 110 days,
corresponding to approximately the end of August depending on the collaring date and/or the
first groundtelemetry location. If the female did not survive, dates of mortality were estimated
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at the midpoint between the last datetdcted alive and the first date detected dead. In some
cases, date of mortality was estimated more accurately on the basis of diagnostic signs (e.g.,
fresh or decomposed body) or flight data (i.e., mortality signals).
Spatial Predictor Variables
| consideregredictor variablesn the basis ad priori information from previous landscape
scale research (Homer et al. 1993, Aldridge and Boyce 2007, Doherty et al. 2008, Carpenter et
al. 2010, Doherty et al. 2010) as well as hypothesized predictec®laigical relationships.
These variables encompassed environmental and anthropogenic categoriegainated at 3
spatial scale0.282km radii [0.25km?], 0.564km radii [1-km?], and 1.266&km radii [5-km?])
based on the biology of sageouse | performed spatial analyses with ArcGIS 9.3 software
(Environmental Systems Research Institute, Redlands, California, USAlculated summary
statistics for most of the continuous predictor variables for each scale using a moving window
function in GIS.

Modeling distribution or occurrence of organisms can be highly sensitive to scale (Pearce
and Boyce 2006); thus theorized that this was also true for survival. Correspondingly,
assessed 3 spatial scales, 1 patch scale defined as a contiguous area of one habitat type, and 2
landscapescales defined as a mosaic of patches, on the basis efsagpe ecology and
previous research (Meyer et al. 2002, Aldridge and Boyce 2007, Datert 2010). The radii
for the largest landscagseale,1.260km radii, was equal to the average movement distance
between successive locations for all females within each month, which was equal to the median
of these monthly movement distances overdbration of the MayAugust 2008 and 2009
reproductive season. The second landssapke ofl-km? (0.564km radii)was based on
research conducted by Aldridge and Boyce (2007) who found a strong relationship between
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landscape features and sageuse skection and survival in southern Alberta, Canada within a
1-km? area durinqnesting and broodearing period Further support for this intermediate scale
came from Berry and Eng (1985) who found that female-gemégse in southwest Wyoming
nestedanavegae of O0.552 km from the precedimyg yearo
patch scale, 0.2bm? or 0.282km radii, is supported byesearch conducted by Holloran and
Anderson (2005pn sagegrouse nest site fidelity in Wyomingrhey found that thenedian
distance betweesuccessfuhests oveconsecutive yeanwas 0.283 km. Thus, it reasons that
nestsite selection by saggrouse in Wyoming occurs at approximately this scale. Moreaver,
scale of 0.35km radii, proved predictive of nestte selection in the Powder River Basin,
Wyoming (Doherty et al. 2010). The suite of environmental and anthropogenic spatial predictor
variablesl examined in occurrence and survival modeling are described in Zble

Environmental predictor variable®. The importance of sagebrush for sageuse
reproduction and survival is well document@&digin and Braun 1986, Connelly et al. 2000,
Braun et al. 2005, Holloran et al. 20@9dridge and Boyce 2007, Hagen et @0Z, Doherty et
al. 2008,Carpenter et al. 20)0as is the importance of herbaceous coiailpran et al. 2005,
Hagen et al. 20QTConnelly et al. 201)1and litter (Kaczor 2008, Kirol et al. 201L2Using
remotely sensed sagebrush products developétbimer et al. (2012) for Wyoming, | assessed
8 habitat characteristics: percentage bare ground, herbaceous coveanliggtimate of shrub
height, and percentage canopy cover of sagebrush, big sagebrush, and Wyoming big sagebrush.
Litter was defined aan estimate of detached plant and animal organic matter as well as dead
standing woody vegetation (Homer et al. 2018)ith this spatiabata | calculated the standard

deviation (SD) as a proxy for the amount of habitat diversity or heterogeneity (Kasédall.
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2003, Carpenter et al. 2010) at each scale for herbaceous cover, sagebrush cover, big sagebrush
cover, Wyoming big sagebrush cover, and shrub height.

| generated a Normalized Difference Vegetation Index (NDVI) fnatonal agriculture
imagery pogram (NAIP) color aerial imagery (U.S. Department of Agriculture [USDA] 2010).
NDVI is a measure of surface greenness, generally correlating well with live green vegetation
and aboveground biomass. The NDVI was calculated using the rechaadinfraredbands of
the fourband NAIP imagery and rescaled between 0 and 1. Values close to 1 represent greener
vegetation whereas values close to 0 generally are associated with bare ground. The NAIP
imagery was from August 2009, which corresponded to thektin field portion oimy study.
Furthermore| derived a categorical (0 or 1) mesic habitat variable from NDVI by reclassifying
it into mesic or nommesic based on groustcuthing and verified with NAIP imagery. Mesic
habitats mainly represented rifgar areas along stream channels, ponds, and wet meadows
containing abundant herbaceous cover and few shrubs. Research has showngnatisage
demonstrate avoidance of coniferous habitats (Commons et al. 1999, Doherty et alLZOOS).
NW ReGap datél_ennartz 2007)| classified conifer stands to create a categorical varlable
termed Forest. The variable Forest was verified using NAIP imagery. Utah juhipgrerus
osteospermeawas the dominant conifer my study area.

| compiled topographic variables including slope (Slope), topographic wetness index
(TWI; Theobald 2007), and vector roughness measure (VRM; Sappington et al. 2007) utilizing a
1/3-arcsecond National Elevation Dataset (NED;rhi@MEM). TWI is a form of compound
topographic index (CTI) that predicts surface water accumulation on the basis of landscape
concavity and hydrology (Theobald 2000n the landscapscale, CTI has proved predictive of
sagegrouse selection (Aldridge and Boyce 2008; Carpenter 2020) and survival (Aldridge
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and Boyce 2007) in southern Alberta, Canada. Research has demonstrated-tausage
select for lessugged terrain with moderate slopes in winter (Doherty et al. 2008 and Carpenter
et al. 2010) and during nesting (Dohegtyal. 2010).1 used VRM, a terrain roughness index that
measures the heterogeneity of the terrain because it is not directly correlated with slope as with
other roughness measures sucthadand surface ruggedness index and terrain ruggedness
index (Sappington et al., 2007).

Anthropogenic predictor variable8. It has been demonstrated that anthropogenic activities
such as fossil fuel development and extraction negatively affectgsagse through avoidance
and reduced fitness rates (Holloran 200&lker et al. 2007, Holloran et al. 2010, Lyon and
Anderson 2003, Doherty et al. 2008, Aldridge and Boyce R0O0OJuantified anthropogenic
variables independent of scale including distances (km) from grouse use and random available
locations to anthraggenic edge (Distedge), nearest improved gravel road (Disthaul), nearest
unimproved road (twarackdist), nearest fence (Distfence), and nearest energy well (Distwell).
At each spatial scale | quantified total linear distances (km) for fences (Fenaeyeéahgravel
roads (Haulrd), and unimproved roads (tireck), as well as counts of energy wells (Well),
visual energy wells (Vwel))and the percentage of total surface disturbance (Dstpavithin
each scale.

Energy well data, including type, location, status, production, and spud date, were
derived from the Wyoming Oil and Gas Conservation Commission database (2@98)juated
potential influences of energy infrastructure and access roads in a tempaeat because
energy development was ongoing over the durationydiield research. Thus, variables
associated with energy development including Distedge, Disthaul, Distwell, Dstbarea, Haulrd,
Well, and Vwell were timestamped based on the spud dates disvassociated with these
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variables to accurately characterize when they were established on the lantibeapeed
these timestamped infrastructure data into monthly increments and conducted all spatial
analyses based on monthly increments. Theapatalysis for each month only included
infrastructure that was established on the ground prior to that month. This enabled us to depict
temporal additions to human infrastructure and avoid potential biases resulting from
infrastructure being included the analysis prior to it actually existing on the ground. In
addition,l used 2009 NAIP imagery to inspect the analysis area to validate well and road
locations. | compiled linar distance variables (Haulrd, track, and Fence) using Geospatial
Modeling Ervironment (GME) tools (Beye2010).

| determined wells visible from any given location (Vwells) by using the ArcView
Spatial Analyst 9.3 Viewshed tool. The viewshed analysis allowed us to classify well sites that
were visible from each cell on thendscapel used 3 m as the standard well height for this
analysis because this is a standard height for the structure at most CBNG wells in the ARPA.
Visible wells were then summed for each spatial scale surrounding used or available locations.

| sefarated roads into improved (i.e., improved gravel, improved dirt) and unimproved
(i.e., high clearance 4WD or twieack) roads. Improved roads were mainly used for access to
energy fields and well sites and thus termed haul roads. Unimproved roadsimereuns
throughouimy study area.

| quantified the human footprint or percentage surface disturbance, that is, areas of bare
ground resulting from complete vegetation removahinstudy area. To accomplish this,
created a disturbance layer that a¢stesl of all energy infrastructure including well pads,

compressor sites, transfer stations, and haul roads as well as a minimal mumbgo{

33



unoccupied human dwelling$.digitized energy infrastructure and dwellings using NAIP
imagery and bufferedaul roads at Hén representing the average road width in the study area.

The study area contained approximately 31 grazing allotments. Becauspaage
mortalities due to fence strikes have been extensively documented (Connelly et all 2011),
assesed possible relationships betwéences and survival aretcurrence. Fence data were
provided by the BLMRawlins Field Office and consisted of grazing allotment boundary and
cross fences.
Experimental Design and Statistical Analysis

Occurrence analysi®. | employed a use versus availability design (Manly et al. 20G8)

binary logistic regression (Boyce and McDonald 19833stimate each RSF. An RSF estimates
the probability of a habitat unit being selected relative to itdadibty (Manly et al. 2002,
Johnson et al 2006). The RSFs took the following form:

wx) = BX e e + xp é . Q).
Where wWx) is the RSKprobability proportional to uséManly et al. 200P) for each cell in the
landscapdor theenvironmental and anthropogemiedictor variables,ya n d ® dree b
coefficient estimates fazach predictor variable.

| incorporated a Type | Design whdrpooled used locations across individual grouse
and evaluated habitat availability for atbgse with pooled random locations to represent a
population leveresponse to habitat variabl@danly et al. 2002, Thomas and Taylor 20086).
constrained random locations within 100% minimum convex polygons specific to eastadjée
(Manly et al. 2002to allow female saggrouse use to determine availability (Thomas and
Taylor 2006). | explored 5 distinct female lifstages during the M&pugust, 2008 and 2009

reproductive periods. The IHgages included nesting, early braearing, late broodearing,
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early nonbrooding, and late nebrooding. Norbrooding females that were unsuccessful
nesters or lost their broods were modeled over the same temporal period as early and tate brood
rearing females to assess whether they were using differerditsadiishowing similar selection
patterns as brooding femalesemployed Wyoming sagebrush products (Homer et al. 2012) to
constrain the random locations to sagebrush habitats by excluding areas within the minimum
convex polygons that were inappropritdée considered as available habitat such as exposed
rock, open water, and conifer stands. To ensure a representative sample of availablel habitats,
generated random points at a ratio of 5 times the number of used points (Aldridge and Boyce
2007, Carpeter et al. 2010). To account for possible over representation bias of available units
(i.e., random locations greater in number than used locationsy liogistic regression analysés
down weighted available units to be proportional to used units (Aldridge and Boyce 2007,
Carpenter et al. 2010).

luseda2ndor der Akai keds I nformation Criterion
(AIC; Hurvich and Tsai 1989) to assess model supponmny decision to use Al¢ | followed
the tenethatn/K < 40, wheren was the sample size, akdvas the number of parametéos
model selection In my analysesn was generally small (< 40) comparedkidecause of down
weighting of available units that reduced the relative sample size. For all scale dependent
variables] examined the 3 spatial scales described above to determine the scale that was most
correlated to occurrence by testing each variatdde individually and comparimgC scores
(Arnold 2010, Carpenter et al. 2010, Doherty et al. 2010). For each vdnetdéed the scale
with the lowest AIG score corresponding to the greatest predictive potential (Burnham and
Anderson 2002). Aftethe selection of the appropriate schlesmoved unsupported variables
based on whether 85% confidence intervals (Cls) around parameter estimates included 0
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(Hosmer and Lemeshow 2000, Arnold 2010). A parameter estimate of O indicates no significant

difference between used and available habitat units (Hosmer and Lemeshowl 2G6@Q)).

variable screening to remove unsupported predictor variables, thereby reducing the likelihood of

overfitting models irmy model selection process (Burnham and AndersoR,28thold 2010).
lcomputed a Pearsondés correlation matrix toc

variables and omitted one of each correlated variable when correlation coeffiientsye r e O

|0.6|. To assess multicollinearity beyond varialalespl inspected variance inflation factor

(VIF) scores and tolerancy galues and removed one of the correlated variables when ©

|0.40| (Allison 2009SAS Institute 200P | checked for stability and consistency of regression

coefficient estmatewh en vari ables were m@®dd¢Oat¢ly comdel

correlations between variables can cause instability in the signs of coefficients and also result in

inflated standard errors (Doherty 2008). Generally, if variables were cedglhé variable

with the lowest AIG score was retainedOn occasion, findings from previous research informed

the decision to retain a variable (Aldridge and Boyce 2007, Doherty et al. 2adi)not permit

correlated variables to compete in the same model at any level of model selection.

Survival analysisd | explored relationships between landscapale preditor variables and

sagegrouse survival or risk fo3 distict lifestagesnest, broodand adult (including yearling)

female summer survival. In general, survival analyses are used for investigating time to event

dat a. Cox0s proport i beneafter Coxarodelfod $972) s gmoust s i on

survival model thaprovides a method of estimating the effect of variables on time to an event

such as death. For example, in this analysisi me 06 r ef ers to the appr oxi

initiation and the fievento is the sugessfulyi mat e

then it did not have ThaerCoximadelelowsdor iacorgorating tmec e n s o
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dependent variables or variables that change with time and space, and right and left censored
survival data (Hosmer and Lemeshow 1999). Rightleft@¢ensoring allows for ingporating
individuals into the model that may not be observed for an entire period or those whose event is
unknown. | used the Cox model torfity nest survival, brood survival, and adult female survival
data to spatial prechior variables (Hosmer and Lemeshow 1999), which allowed us to explore
those habitat features that htaé greatest impact on survivadturthermore, the Cox model
produces a risk ratio that used to assess the effect of a predictor variable on relistvef the
event while controlling for other variables in the mo@¢bsmer and Lemeshow 1999J he risk
ratio was thus used to compare the influence of unit change in a variable on the risk of death
(Winterstein et al. 2001)The Cox model took the flowing form inmy analysis:

h(tlx) =hyt) e xxp+( b+ e bx,) é . (2.
wherebid are the regression coefficients for theariables, andh, (t) is the baseline hazard.

The baseline hazard is unspecified but the effects of the variables are still estimated.
Environmental and anthropogenieedictor variable effects were interpreted as hazard ratios

(exp[]). Thus, each cell in the landscaped avaluein terms ofahazard ratio

My survival analysis periods)(for nests, broods, and summer females wer28 days,
t = 40 days, anti= 110 days, respectively. For the nest survival analyassessed fixed
variables in th&€€ox modebecase the variables were not changing over time due to the fixed
location of the nest. However, tirgependent variables were incorporated into the female and
brood survival models because they experienced exposure to different habitat characteristics as
they moved through the landscape. To account for-tie@endence and discontinuous intervals
of risk inmy female and brood Cox modeésii c 0 u fptriorcgeg s s 0 met hod was us:

time-dependent variables to bestributedinto time intervalsAllison 2010. | assigned variable
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information across intervals centered at the observation time to the midway point of the next
observation when the variable information changed. This allowed us to incorporate changing
exposure to habitat features across theigal period for each demograpfrate Unlike
previous research on landscape scale-gagiese survival, that generally only takes into account
variable exposure at the time of event (Aldridge and Boyce 208k another step to more
accurately relee timedependent variables to survival by averaging the exposure to variables
over the survival time specific to each individual, whidermed average accumulative
exposure. That is, the variables that correspond to an event in the Cox model weraga aiv
the variable exposure frotrr O to the time of the event.believe this is an important step
because an event such as brood loss is more likely a consequence of accumulative exposure to
habitat features than exposurete point of death This approach accounts for possible errors
associated with determining the exact point of an event but also incorporates the point of the
event in the analysis. For example, a female may be depredated by a Ndlpes (ulpesand
be moved from the origai location of the event prior to the location being recorded on the
ground or females may be consistently loosing chicks as they move through riskier landscapes.
When the fate of an individual or brood was unknown they were-cigfigored.

| calculatedsurvival estimates for each of these demogragaies with the KaplarMeier
(KT M) productlimit estimator(Kaplan and Meier 1958) modified for staggered entry (Pollock et
al. 1989). In addition, kM adult female winter survival estimatestte 242 daysvere
calculated from the Atlantic Rim that included data from 3 winters (280038, 20082009,
2009 2010) b be incorporated intormodelof population growth Following the fitting of the
Cox model and after calculatingM survival estimates for eactemographicate | estimated
the baselinewsvivorship function (hereaftesurvival probability function [SPF]) of the
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proportional hazards mod@iosmer and Lemeshow 1999)he SPF function took the
following form:

Stx,  BoIEEr e é . (3).
Where,S(t) is the kM survival estimate at the end of the survival period for that demographic

rate(nest [ = 28 days], broodt[= 40 days], and femalesummérf] 110 days] ), and
variable adjusted coefficient frometCox model. Th&PF allowed méo transform daily risk
(e.g., daily risk of nest lose terms of a hazard rajiderived from the Cox models, to survival
probabilities corresponding to the entire demographic period txasable to map back on the
landscape.

| calculated influence statistics for each variable to determine if any observations were
unusually influential in survial models because they had inflated residuals or levéiraxgener
and Lemeshow 1999, Allison 2010)did not remove any observationsléeving this diagnostic
procedure.l useda derivation of the AIC technique adapted for survival modeling 640
select the best supported models of survival (Liang and Zou 2008). In the same mamner as
occurrence modeling efforitexamined 3 syl scales to determine the scale that best explained
survival by testing each variakéeale individually and comparir{@ICsug) scores (Arnold
2010, Carpenter et al. 2010, Doherty et al. 20d0¥caledependent variabled retained the
variable sca with the lowest (AlGugr) score. After selection of the appropriate variable stale,
screened variables by removing unsupported variables having parameter estimates with 85% Cls
that included O (Le 1997, Hosmer and Lemeshow 1999, Arnold 2010). For the remaining
variables] assessed multilmearity withaP e ar s on 6 s ¢ oandvaianeetinflabam mat r i
factor (VIF) scores combined with toleran¢evalues. | omitted variables from correlated

groupswhenr) was Q) | Wa $ (Adisoir ZDOOSAS Institute 2000 Finally, |
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checked for stability and consistency of regien coefficient estimates when variables were
moder ately co®r|ed.aG|e)d. (|Whe&nq Wariables were
lowest AlGsyr score was retained unless findings frpravious research informexy decision
to retain a certain variable (Aldridge and Boyce 200%id not permit correlated variables to
compete in the same model at any level of model selection.

In general, the & model assumes that the hazamshans constant over time; thus, a
variable®influence is proportionaver time (Le 1997Hosmer and Lemeshow 1999 tested
the variables imy top survival models individually for proportionality (Le 1997) drassessed
log (-log(survival) by log(time)) plots to confirm that the propamal hazards assumption was
not violated.
Model Development
My modeling objective was to usey sample of female saggrouse from the ARPA population
to find the bessupported predictor variables. Consequenthged the variables with the most
predictive potential to make populatievel inference regarding occurrence and survival;
thereforemy final RSFs or SPFs contained only the most predictive variables (Boyce et al.
2002). | evaluated the relative imparice of predictor variables for occurrence and survival at 3
spatial scales and within 2 variable subsets. Beaaysesearch was mainly exploratotyysed
a sequential modeling approach (Arnold 2010) consisting of two steps. As described previously
the most informative scale for each variable was selected and uninformative variables were
removed prior to modeling. In the first level of model selection, environmental and
anthropogenic model subsets were modeled separately and within theselsietsd all
variable combinations (Burnham and Anderson 2002). At this dtagasidered models with
AIC or AlCsyr scores in the range of 2 units Burnham and Anderson 200® be
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competitive with the top model. However models with AtGres effectiely equivalent (2

AIC. or AlCsur) to the null model were not considered competitive (Allison 2010, Doherty et al.
2010). To address model selection uncertaintged additional metrics to assess variable
importance because variables with poor explaggiower may have support only because they
were added to an otherwise good model (Burnham and Anderson 2002, Arnold 2010). Thus, in
addition to AIG or AlICsyr scored checked for models with essentially the same maximized
log-likelihood values to assess if the model was only competitive because of the addition of a
single uninformative variable (Burnham and Anderson 2002:131). |Alssessed variable
importance by smming Akaike model weights across models that included the variable of
interest (Arnold 2010)1 brought forward the variables with thesatest potential as predictors

of occurrence or survivalithin each subset to the final level of model selectiona few cases,

no models in the subsets were better than the null ngoB#AIC. or AICsyg); thus, considered
uninformative (Burnham and Anderson 200®herty et al. 2010) When this occurred,on

models from that subset were brought forward to the faval of model selection.

After determining the best supported model(s) in each variable subset (e.g.,
anthropogenic and environmentalgllowed models to compete across subsets to see if
additional information produced a more parsimonious model (4r2@10). | judged
improvements in model parsimony or fit by the weight of evidengeafid difference between
AIC. or AICsyrfor the top model and Alr AlICsyrfor theit h  c andi d;aBureharmo d e |
and Anderson 2002). For examglexplored whether the final model(s) from the
environmental subset had the most support when held in isolation, or if a combination of top
models from environmental + anthropogenic subsets produced a model with greater support.
When a single top model wast apparent based on Al6r AICsyrscoreq Dunits considered
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competitive)l used multimodel inference to calculate final parameter coefficients, 95%
confidence intervals, odds ratios, and risk ratios within confidencelsg¢sermined confidence
sets for those models where Akaike weights were within 10% of the top model (Burnham and
Anderson 2002)] explored quadratic transformations because the quadratic form of a variable
can often identify notinear relationships thatould otherwise go undetectetifollowed the
convention that the linear term was always included in the model with the quadratic. At the final
level of model selectiohfurther filtered variables with poor support for a true statistical
difference betwen groups that had parameter estimates with 95% Cls that considerably
overlapped (Hosmer and Lemeshow 1999; 2000). Yet, in a few instadnetained variables
in the RSF or SPF with 95% Cls around parameter estimates that only slightly included 0 and
were noticeably skewdakcause they indicated support for an apparent relatioflshi{®97).

My brood survival data contained a low number of evants{1). A large number of
predictor variables fitted to too few events in the Cox model can rasidita that are too sparse
to accurately estimate parameters (Hosmer and Lemeshow 2000). Conseguoesdlified
selection of brood survival models by taking aconservae appr oac h 3aariableon!|l y f
models to maintain acceptable model perfamge (Vittinghoff and McCulloch 2006) at both
levels of model selection.
Model Validation

| assessed goodneskfit for my final occurrence and survival models using the likelihood ratio

2
G test statistic (Hosmer and Lemeshow 1999, 200d)d not have independent data to test the
predictive accuracy ahy final models. As such, fany occurrence models performed a
areaadjustedb-fold cross validation to evaluate the predictive performance of these models

(Boyce et al. 2002). For daof the 5 data folds (bins) the withheld set was assessed against the
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model predictions of that training data set using correlations between bin ranks of the RSF
values. A high score corresponds to good predictive performance (Boyce et al 2002). In
addtion, | assessed the area underréeeiver operator characteristic (ROC) curve as another
indicator of model performance. Specifically ROC measures the true positive accuracy or ability
to correctly classify subjects into one of two categories, termed the model discrimination ability
(Rushton et al. 2004). Because model accuracy is more complex when censoring is irvolved,
used an extension of the ROC statistic, named the ogesaditistic C index), designed
specifically for survival models to assess the discrimination abilibgyofinal survival models
(Pencina and DO6Agost i noCskfislicdvalues bettveem 0.7tandt0OB t h e
are considered to have acceptable discrimination, while values between 0.8 and 0.9 have
excell ent discri minat ideatesthaCtbenmodelpsedidisyhe ouccomea |l u e
no better than chance (Hosmer and Lemeshow 20@®nducted alltatistical analyses with
Statistical Analysis Software (SAS), version 9.2 (SAS Institute 200@port allK-M survival
estimates as estimatestandard error [SE]).
Mapping Ecological Models on the ARPA Landscape
| mappedny final occurrence and survival models onto the landscape in a GIS framework. The
maps or layers were in a raster format withn3@ell resolution. For interpretation, the final
occurrence RSF models were mapped with values rescaled between 0 and 1,repe¥sents
the highest and 0 represents the lowest predicted probability of occurrence.

For each RSFdistributedmy predicted occurrence probabilities into quartiles on the
basis of percentile breaks in predicted probabilities (Sawyer et al. 200@xsified areaas
high occurrence (highest 25% of predicted probabilities for summer occyrteatsere
assigned a value of 4, moderaigh (51 to 75% predicted probabilities for summer occurrence)
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thatwere assigned a value of 3, modetlate (26 to 50% predicted probabilities for summer
occurrence) that were assigned a value of 2, and low (lowest 25% of predicted probabilities for
summer occurrence) were assigned a value ditfen RSF layers for each hfage, now
containing occurrence probitity values grouped into quartiles with values from 1 to 4, were
added into a single layer; thus, every cell contained a summer occurrence probability score
providinga means to classify habitat importance on the basis of female occurrence during all
sunmer life-stages.This layer was then rescaled between 0 and 1 to form the female summer
probability of occurrence maplhus, every cell in the female summer occurrence mdjauma
occurrence probability based on the combined values derived from each of-taddédayers.
Holloran and Anderson (2004) provided a model that combinesgsagse
demaraphics into an estimate afvhile conducting research nekckson Hole imvestern
Wyoming. In forming this model, they relied on knowledge of sgrgeise population dynamics
as well as matrix population modeling (see Johnson and Braun 1999, Hagen 2003, Holloran
2005; M. J. Holloran, Senior Ecologist, Wyoming Wildlife ConsubdritC, personal
communication, 2011). In following wittmy research objective to identify habitats contributing
to sagegrouse population persistence in the ARP#corporated this model to predict habitat
guality on the landscape in terms of populagioowth. Thud integratedny SPFs specific to
nests, broods, and adult female sumasewell asmy Ki M female winter survival estimates and
nest initiation rates into tr@model that took the following form
o= [(Nest Initiationx Nest Survivak BroodSurviva)  IChidkx Chick Winter Survival+
( Adult Summer Survival)  Adult Winter Survival ée. 4.
Where,Nest Initiationwas a fixed value from the meanray initiation rates from 2008 and
2009. NestSurvivalwas a dynamigalue, based on the final predictor variables, frognest
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SPF;Brood survivalwas a dynanic value frommy brood SPF| C h iweaska fixed value of
female chicks produced annually derived from a combination of the average brood size of 6.4
(7.5 eggs and 98% hatchability; Crawford et al. 2004), a brood sex ratio of 54.6 females to 45.4
males (Swenson 1986), and a mean chick survival rate of 0.296 to 56 days (Aldridge and Boyce
2008);Chick Winter Survivalvas a fixed value from a chick winter survival gstte of 0.80
(Beck et AaddltSumiér BBvjvavas b dynamiwalue frommy female summesPE
andl Adul t Femal e wa¥n iixedevalue fBouny K-M vemdle winter survival
estimate. For the demographic rates that did not come diremttytilyr e s e aChickand( |
Chick Winter Surviva] | wasconservative iy estimation ole-by using the lower estimates
available in the saggrouse literature. Even though these were lower estimates, all were within
the breadth of values found in other studies (Schroeder et al. 1999, Holloran and Anderson 2004,
Connelly et al. 2011).

The find nest, brood, and, adult female sumB&fs, were incorporated witiy K-M
female winter survival estimate and nest initiation rate in addition to demographic rates from the
sagegrouse lierature into themodel (Equation 4) Theasmodelwas then mappmkonto the
ARPA landscape to predietas a function of variabilityn habitat quality. The map was
adjusted per each 3@ cell as a result of chamg amodel values that weriven by habitat
specific changes in the SPFs for nest, brood and female summer.

The combination ofmy female summer occurrence map ardap formedny final
ecological maps that spatially predicted sggmuse habitat quality on the ARPA landscap2 in
ways. First, the saggrouse habitat quality map displays habitat quality in quartile bins derived
from the distribution of predictions from the summer occurrence map-aragp. | classified
areas as high quality (highest 25% of predicted probabifitiesummer occurrence aayj
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moderatehigh quality (51 to 75% predicted probabilities for summer occurrencejand
moderatdow quality (26 to 50% predicted probabilities for summer occurrencejamad low
quality (lowest 25% of predicted probah#s for summer occurrence asd Second, predicted
sink and source habitats were mapped on the ARPA landscape by grouping occurrence and
survival into quartiles based on th¢hreshold of 1 (e.g., predicting a stable population) and a
binary measure afccurrence probability with the break at the mean value between high and low
predicted probability (Table.2). These soureeink habitat categories include selected source,
non-selected source, selected sink, and-selected sink habitats.
RESULTS
In spring 2007 and 2008capturedandradiomarked90 female saggrouse. In 2009, captured
71 female saggrouse and included those birds with 6 birds from 2007 and 2008ithaadt
functioning transmitteror a total of 77 birds. During 2008 and 2d08entified and monitored
93 nests, 68 early brogearing locations, 69 late brosdaring locations, 134 early non
brooding locations, and 158 late Abrooding locations. The average recorded nestiitidor
2008 and 2009 was 59%.
Occurrence

Nest occurrencé The predictor variables that formed the best approximating environmental
model represented 2 spatial scales. At the patch scaleki®?28.282km radius), big
sagebrush canopy cover (Bsage) and litter (Litter) were strongly correlated with nest occurrence
(Table2.8). Within this radius around nests, big sagebrush canopy cover averaged Y36
compared to 11.8 0.2% at available locations @titter averaged 23.¥ 0.2% compared to 21.1
+ 0.5% at available locations. At the largest landscape sc&i®i5 the likelihood of nest
occurrence decreased as the variation in NDVI (NDVIsd) increased. Accordingly, the odds of
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nest occurrence decisd by approximately 20% with every 100 unit increase in the standard
deviation of NDVI. Model support greatly increaseg£ 0.77)with the addition of the
anthropogenic model (environmental + anthropogenic; TaB)e The final anthropogenic

model cantained the visible well count (Vwell) variable at th&rh? scale. Visible well count

was inversely correlated with nest selection. The addition of 1 visible well withkn& area

reduced the odds of nest occurrence by approximately 46%. Avatabléohs averaged 0.29 +
0.04visible wells per krhwhile nest locations averaged 0.06.83visible wells per ki The
environmental and anthropogenic predictor variables, Bsage 0.25, Litter_0.25, NDIVsd_5.0, and

Vwell_1.0, formed the final nest R$kodel that was then rescaled and mapped onto the
landscape to depict prokhty of nest occurrence (Fig.1). The likelihood rati®%est statistic

suggested that the nest RSF model had goo‘élzlf'n: (33.80,P < 0.001). The ROC statistic

indicated aceptable discrimination (0.73) and, based dal8 crossvalidation, the predictive
ability of the nest RSF model was excellért 0.96,P < 0.001 n = 10).
Female early brooding and early nebrooding occurrenceéd The best supported models for

early broodrearing females (early brooding) and Amooding females (early nevrooding)
during the same period (approximately early June to early July) did not have any environmental
predictor variables in common. Thefdifences between these models suggest that brooding and
nontbrooding females were selecting different habitats during this period. Consequently,
formed RSF models specific to each of thesedifges.

The final environmental model for early broodiiegnale occurrence contained the
quadratic form of percent sagebrush canopy cover (Sage % @adethe variability in
herbaceous cover (Herbsd) from thkr?® landscape scale (Tale8). The variability in

percent herbaceous cover within-art? area 0.564km radius) was negatively correlated with
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selection during the early broadaring period, suggesting selection for habitats with more
homogenous herbaceous cover. Withis64km of early brooerearing locations the standard
deviation of percent hbaceous cover averaged 4.9.2% versus 5.8 0.1% at available
locations. The importance of the quadratic form of percent sagebrush cover (quadratic
relationship; Sage = 1.60 + Sagei 0.06)implies that early broodearing females were
selecting forarge areas containing moderate sagebrush cover and avoiding the highest cover
areas. Unlike the variable Bsage (big sagebrush species) predictive in the nest occurrence model,
the variable Sage includes all sagebrush regardless of the species or ssilfSpbta2.1).

The anthropogenic model combined with the environmental model substantially
increased model suppowti(= 0.99; Tabled.4). The final anthropogenic model for early
brooding included Vwell at the-Em? scale, total linear distance of unimproved road (Two
track_5.0) within &m?, and distance (km) to nearest unimproved road (feckdist). Female
early broodrearing locations were negatively correlated with the number of visible wells within
0.564km with the model predicting a 50% decrease in occurrence with the addition of 1 visible
well. Early broodrearing locations were positively related to both the distance to the nearest
unimproved road and unimproved road density at tkm¥scale. As the dtance to an
unimproved road increased by 1 km, the odds of occurrence of an earlyrbaoing) female
decreased by almosttiines. Furthermore, with a 1 km increase in unimproved road density
within a 1260-km radius of a location, the odds of earlydmtimg female occurrence increased
by 15%. At early brooding locations, Tvikackdist averaged 143#15.1 m and Twadrack 5.0
averaged 12.% 0.4 km compared to 192#58.7 m and 11.4 0.2 km at available locations,

respectively.The final environmentgHerbsd, SageZnd anthropogenic (Twivackdist, Twe
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track_5.0, Vwell_1.0) variables formed the early brood RSF model that was rescaled and
mapped to spatially display the predicted probability of occurrdfiged.2).

Female saggrouse without broods (early ndmooding) during the same time interval as
early broodrearing females were selecting habitats with greater litter wit@i82 km
(Litter_0.25), less variability in NDVI values (NDVIsd_1.0) and lower terraugtmess values
(VRM_1.0) within0.564km (Table2.8). The combination of the final environmental model and
the final anthropogenic model produced a model with substantially more sugpogprox.
1.0, Table2.5). Similar to the early broeckaring athropogenic model, visual well count
(Vwell_5.0) and distance to unimproved road (Fnackdist) were important predictors.
However, some of the mechanisms appeared to be different as Vwell was at a larger scale (5
km?) and Twetrackdist was in the quadi@aform. | rescaled and mapped the final early-non
brooding RSF model including the above mentioned environmental and anthropogenic variables
to the ARPA landscapéig. 2.3). The differences in the predicted probability of habitat
selection between thearly nonbrooding RSF and the early breogaring RSF are evident in
Figures 22 and2.3. Within 0.282km of early norbrooding locations, litter averaged 229
0.6% compared to 22:20.3% at available locations. Terrain roughness (VRM) withirkend
area surrounding early ndotooding locations averaged %10* + 4.4x10° versus 9.x10% +
2.9x10°at available locationsBecause VRM measurement units are smadiscaled them by
multiplying the original values by 1000 for interpretation. Thus, with a 1000 unit increase in
VRM the likelihood of early nofborooding occurrence decreased by approximately 50%. Early
nonbrooding females did not seem to be showingdarmce of forest edgelhe quadratic term
for distance to an unimproved road (Tvackdist =i 4.1+ Two-trackdist = 5.6) suggests a
concave relationship. Specifically, the probability of early-bosoding female occurrence
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initially decreased as thestiance from an unimproved road increased, but at approximately 0.5
km the relationship changed and the probability began to increase as the distance to nearest
unimproved road increase®Vithin a 5km? area, as the number of visual wells increased by 1
the probability of occurrence by early nbrooding females decreased by approximately 24%.

For the early brooding and early nbrooding RSFs, the likelihood ratiodicated good

model fit,GZB: 29.30,P < 0.001 and326= 63.07,P <0.001, respectively. The ROC statistic for
early brooding (0.74) and early ntwnooding (0.76) showed acceptable discrimination.
Predictive ability, assessed byfdd crossvalidation, for the early broods= 0.95,P < 0.001 n
= 10)and early nofbrood(rs= 0.97,P < 0.001 n = 10) RSF models was excellent.

Female late brooding and late nehrooding occurrenceé Similar to early broodearing
and early nofbrooding female selectiohfound that habitat selection by late bre@a@ring
females and late neorooding females also diverged (TaBl8). Because of the predicted
differences in occurrence basedroypmodeling,l formed RSF models specific to each of these
life-stages. Thduration of the late broecdkaring period (>14 days pelsatch) over the course
of our research extended from early July to late August 2008 and 2009.

The final late broodearing (late brooding) environmental model was very similar to the
final environmatal model for early brooding. The final late brooding environmental model
included Herbsd_5.0 and S4g#.0. The only difference from the final early brooding
environmental model was the scale at which Herbsd was most predictive. As such, late brooding
female occurrence was negatively correlated with the variability in the percent herbaceous cover
within 1.260-km. Herbsd_5.0 averaged 4D.2% at late broodearing locations compared to
5.4+ 0.1% at available locations. As with early braedring skection, sagebrush cover,

regardless of sagebrush species, was an important predictor of occurrence in the quadratic form
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(Sage = 2.19 + Sagei0.09) This finding suggests that females during the late breadng
period were strongly correlated withoderate sagebrush canopy cover, but avoided areas with
the highest sagebrush canopy cover available atkme scale. The addition of the
anthropogenic model moderately increased model supgort@.54), butl believe the increase
was sufficient to justify including these anthropogenic variables in the final RSF riiadbé
2.6). The final anthropogenic model for late brooding included the quadratic form of the percent
surface disturbance area within th&r’ scale (Dstbaréa5.0), the distance to the nearest
improved road (Hauldist), and the distance to the nearest unimproved roatt§€ldist). The
quadratic form of Dstbaré&Dstbarea = 0.02 + Dstbafea0.0001) suggests that at thérb?
scale, late lodrearing females were using habitats with surface disturbance (e.g., well pads
and improved roads), but avoided habitats when a surface disturbance threshold of
approximately 8% was surpassed. Late brooding occurrence was positively correlated with
improved roads. Accordingly, as the distance to an improved road decreased by 1 km the
probability of late brood occurrence increased by 48%. For late brooding and available locations
the average distance from improved roads was D.01 km compared to.4+ 0.01 km,
respectively. Late brooding females were also positively correlated with distance to the nearest
unimproved road. Twarackdist for late brooding locations averaged 14719.4 m versus
196.3+ 9.8 m at available locations. The prediatariables Herbsd_5.0, S&gé.0,
Dstbarea2_5.0, Hauldist, and Two_trackdist formed the final late brooding RSF that was
rescaled and mapped on the ARPA landsckjze 2.4).

Multiscale environmental predictor variables were supportedyitate nonbrooding
modeling including Forestdist and Sage_0.25. The distance to forest edge was positively
correlated with late nebrooding female occurrence. That is, with a 1 km decrease in distance
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to forest edge the probability of late Abroodingoccurrence increased by approximately 49%.
The distance to forest edge averaged .81 kmat late norbrooding locations compared to
2.10+ 0.01 km at available locations. Percent sagebrush canopy cover was important at the
patch scale and positiyetorrelated with female late ndiwooding occurrence. With every 1%
increase in sagebrush canopy cover with#82km (Sage_0.25) the probability of late ron
brooding female occurrence increased by 55%. At latebnooding locations sagebrush canopy
cover averaged4.1+ 0.3% versus 12.6 + 0.1% at available locatiofise final late non
brooding anthropogenic model substantially improved modekifit 0.79)when combined with
the environmental modéTable2.7). The late notbrooding model contaimkthe variables
Two-trackdist and Vwell_5.0. Vwell density was strongly correlated with latebnooding
female occurrence at the largest landscape sc&e{6 That is, the odds of late ndmood
occurrence decreased by approximately 57% with thei@adaf 1 visible well within a 1200 m
radius on the ARPA landscape. Unlike early brooding and late brooding, distance to nearest
unimproved road (Twarackdist) was negatively correlated with late #iwooding occurrence.
Hence, with a 1 km increasediistance to nearest unimproved road the probability of occurrence
increased by about 75%. At late Ammoding female locations Twimackdistaveraged 213.5 £
15.4m compared to 181.25%7 mat available locations. Predictor variables, forestdist,
hertsd_5.0, Sage_0.25, Twackdist, and Vwell_5.0, formed the final late Amooding RSF
that was rescaled and mapped on the ARPA lands€ape (). Differences in spatial selection
patterns are evident when comparing the mapped latbnoading RSFRwith the late brooding
RSF (see Fi2 4 andFig. 2.5).

The likelihood ratio test specific to late brooding and latelmm@odingindicated that the

models had good fi§26: 20.83,P< 0.002and924: 23.23,P < 0.001, respectively. The ROC
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statistic for the late brooding RSF model (0.70) was acceptable. However, the ROC score for the
late nonbrooding RSF (0.62) indicated poor discrimination ability. Predictive ability measured
by 5-fold crossvalidation for the late brooding RSF model= 0.93,P < 0.001 n = 10) was
excellent. Yeth-fold crossvalidationfor the latenon-brooding RSF moddts= 0.70,P <
0.033 n = 10)indicated only moderate performance.
Survival

Nest survivald Nest survival modeling identified 3 environmentatiables at 3 different
scales that were strongly correlated withd2§ nest survival. The predictive variables included
variability in shrub height at theKm? scale (Shrbhgtsd_1.0), terrain wetness index at the 0.25
km? scale (TWI_0.25), and perceityoming big sagebrush canopy cover at tHer scale
(Wysage_5.0; Tabl2.11). Daily nest survival increased with an increase in Shrbhgtsd_1.0.
Thus, habitats at theKm? scale with homogenous shrub heights were riskier habitats for
nesting. A 5 cm iarease in the variability in shrub height corresponded to about a 41% decrease
in the probability of daily nest los§&i@. 2.7). Shrbhgtsd_1.0 at successful nests averaget
0.4 cm compared t6.4 +0.3 cm at unsuccessful nests. Similarly, the pendgrsage 5.0 was
positively correlated with nest success. With a 1% increase in Wyoming bigusstgebnopy
cover within a 1.26®&m radius surrounding a nest the likelihood of success increased by
approximately 26%. At successful nests, Wysage 5.0 ge@i@.8t 0.1% versus 9.4 0.2% at
unsuccessful nests. At the patch scale, topographic wetness index (TWI) was negatively related
to nest success. As TWI increased by 1 unit witlBr282-km radius of a nest the likelihood of
nest loss increased by 28%WI_0.25 averaged 550.1 versus 5.& 0.2 at successful versus
unsuccessful nests, respectively. Nohthe anthropogenieariables in the anthropogenic
model subset were better than the null mogeA(Isgg ). The final nest survival model
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provided a good fit to the dat%?g: 8.72,P < 0.033 and with & index value of 0.7%he

discrimination ability of the model was acceptable.

Nest survival was similar from year to year, withda4%z= 5.4%K-M nest survival
estimate over a 28ay incubation periadPredictor variableShrbhgtsd_1.0, TWI_0.25, and
Dstbare& 1.0 formed the final nest survival model that was combined with tap8est
survival estimate to produce the nest SPmapped tb SPF predicting nest survival onto the
ARPA landscape to spatially display hab#gecific survival probabilities, where 1 was the
highest probability of survival predicted from the SPF and 0 the loWest2(8).

Brood survivald Variables includd in the brood survival models represent average
accumulative exposure over the duration preceding a mortality event or to 40 days if the brood
survived. Brood survival to 40 days was correlated to both environmental and anthropogenic
variables at the-km? scale (Tabl@.11). The accumulative environmental variables relating to
daily brood survival included the percent herbaceous cover (Herb) and Shrbhgtsd. Herbaceous
cover within a.564km radius of successive brood locations was negatively related to daily
brood survival. With a 1% increase in herbaceous cover the oddsdafy4frood survival
decreased by approximately 11%. For broods that survived, Herb_1.0 average.40wand
for broods that did not survive, Herb_1.0 averaged ®2Z%. Average accumulative
Shrubhgtsd_1.0 was positively correlated with daily brood survival. Therefore, an increase from
0 to 5 cm of Shrubhgtsd_1.0 over successive brood locations correspottudagproximately
an 80% increase in the probability of daily surviviag(2.7). At 40day brood survival
locations, Shrubhgtsd_1.0 averaged8®2 cm compared to 6180.2 cm at locations
preceding brood loss. The combination of the final anthrapogeodel and final

environmental model moderately improved modehit£ 0.52; Table2.9). The top
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anthropogenic model included the quadratic term for total surface disturbance areakanthe 1
scale (Dstbaréal.0). The quadratic term suggests #aumulative exposure to Dstbareh0
initially has little effect on 4@lay brood survival, but at a threshold of approximately 4% surface
disturbance, the risk of daily brood loss begins to increases dramatically with increasing
disturbancekKig. 2.9). For example, this relationship indicates that an increase in surface
disturbance from 6% to 7% equates to approximately a 29% increase in the probability of daily
brood loss. Broods that survived were using habitatsauitiean ohpproximately 0.6 0.1%

surface disturbance compared to approximately@.B% surface disturbance for broods that

did not survive.The final brood survival model provided good fit to the dﬁ%ﬁ? 16.26,P <

0.003. However, th€ index value of 0.68 indicated that the discrimination ability of the model
was poor although it was close to the accepta
The K-M brood survival estimated to 40 days pbatch was 76.2% + 8.0%.combined

the final brood survival modebnsisting of the variabldderb 1.0, Shrubhgtsd 1.0, and
Dstbare& 1.0 with the 4@day brood survival estimate to form the brood SPF. The SPF
predicting brood survival to the end of this time period was mapped onto the ARPA landscape to
spatiallydisplay habitat specific survival probabilitidsid. 2.10).

Female survivald TheK-M female summer survival estimate to 110 days was 93.0% *
2.6% (20082009) and in winter was 77.9% * 5.0%5(242 days; 20072010). Environmental
variables that we predictive of saggrouse female summer surviva110) included
Shrbhgtsd_1.0 and VRM_5.0. Like brood survival, variables represent average accumulative
exposure over the duration preceding a mortality event or to 110 days if the female survived.
The variability in shrub height within@564km radius of successive female locations was

positively correlated with female survival. In fact, an increase from 0 to 10 cm in the standard
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deviation of shrub height resulted in an approximately #¥ease in the probability of daily
female survival ig. 2.7). At locations used by females who survived, Shrubhgtsd_1.0 averaged
7.7+ 0.1 cm compared to 6290.2 cm at locations proceeding female death. As terrain
roughness (VRM_5.0) increased femakk also increased. A 1000 unit increase in VRN
resulted in a 43% decreasefemale daily survival risk. At successive locations used by females
that survived, VRM_5.0 averaged %30“ + 1.8x 10° units versus 7.%£10* + 6.0x 10° units at
locations used by females who died.

Model support increased somewhat with a combined model including the final
environmental model and the final anthropogenic moaet 0.58;Table2.10). The final
anthropogenic model included the distance to nearest anthropogenic edge (Edgedist). Edgedist
suggested that as the distance from anthropogenic edge increased the probabiliyayf 110
female survival decreased. Thus, daily survival wgkdr for females using habitats closer to
anthropogenic infrastructure such as well pads and improved roads. Over successive locations,
predicted daily female survival within 1 km of anthropogenic edge was approximately double
that of daily female surval at a distance of 2 km from anthropogenic edge. Edgedist for

females that survived to 110 days versus females that did not survive was01084&m and 1.7

+ 0.1 km, respectivelyThe final female survival model provided a good fit to the d%a;,

12.80,P < 0.005 and th€ index value of 0.74 indicated acceptable model discrimination ability.
The variables Shrbhgtsd_1.0, VRM_5.0, and Edgedist formed the final female summer

survival model. This model was combined with the female summer suesgtnadate to form the

female SPF predicting survival te= 110 days. It was then mapped onto the ARPA landscape to

spatially display habitagpecific survival probabilitiesH{g. 2.10).
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| rescaled the combined female summer occurrence layer to spaisallyy probabilities
of female summer occurrendéid. 2.6). Thea-map is displayed as a continuum from the
highest predicted-wvalue ¢ = 1.229 to the lowestX = 0.34 Fig.2.12). The habitat quality map
derived from female summer occurrence amepresents a continuous prediction of habitat
guality and suggests that about 50% of the available habitat is moderate to high Higality (
2.13). The spatial quantification of source and sink habitats on the ARPA landscape indicated
that of the saggrouse habitat within the ARPA, the sowsiak map predicted 40% as selected
soure, 42% as noselected sourcd% as selected sink, atd% as norselected sinkHig.
2.14).
DISCUSSION
My analysis provides critical information for persisten€greatersagegrouse within a
developing energy field (ARPA)In my analyses useda priori information(Homer et al. 1993,
Wisdom et al. 2002, Aldridge and Boyce 2007, Aldridge and Boyce 2008, Doherty et al. 2008,
Doherty et al. 2010and theorized ecologicallagionships to informmy GIS variables.|
incorporated this suite of variables in modeling to explore and identify the most important
variables predicting female sageouse occurrence and fithess over the summnesedmy final
ecological models to spally display female saggrouse habitat quality during the breeding
season within the ARPA to inform habitat management and conservation in this developing
CBNG field.

Anthropogenic variables related to CBNG development were ubiquitous in all ohdhe fi
occurrence models, suggesting that anthropogenic featuresgatvelyinfluencing habitat
selection through all summer lisgages of female saggouse. Anthropogenic variables do not

seem to be broadly influencinfifness throughout the femalersmer lifestages. That is, for
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nest and female survival models the variables most correlated with reduced fitness were
environmental variables such as theafaility in shrub heights. Myindings do indicate that
total surface di setuged breod suwivalO Bdweveng ccaudrence i n
modeling suggests that, because these highly disturbed areas were primarily being avoided by
brooding females the potential fithess consequences are most often not realized. Predictor
variables incorporatopmultiple spatial scales proved predictive in almost athgpbccurrence

and fitness models. With the exception for early-homoding females, sagebrush canopy cover
at different scales was represented in each of the final occurrence models. Fioaifig, that

habitat quality was not homogenous across the ARPA landscape, but spatially variable among
habitat patches.

Ecologists have long recognized the importance of scale in studies of ecological pattern
and processJphnson 1980, Morris 1987, Wieh889 Meyer et al. 2002 My results elucidate
the i mportance of considering different, but
view ecosystems (Diez and Giladi 2011) for both sgrgeise occurrence and fitnes&lhile
assessing landsoapgcale saggrouse nest selectiobpherty et al. (2010jdemonstrated
multiscale habitat associations. Likewisemg final nest RSF, 2 patescale variables
(Bsage_0.25 and Litter_0.25), 1 smaller landsesqade variable (Vwell_1.0), and 1 larger
landscapescale variable (NDVIsd_5.0) were predictive of nest selection. However, if only a
single scale was considerednny research some of these predictor variables would have been
dismissed as uninformative. For example, Vwell at the petale had aAIC score (AIG =
261.089) that was no better than the null model (A261.045). Yet, at the-dm? landscape
scale it had good support individually (Al€ 257.032) and greatly improved the RSF model (
=0.77).
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Previous saggrouse research drabitatspecific fithess considered only a single
landscapescale (1km?% Aldridge and Boyce 2007). However, research on other avian species
has demonstrated variations in fithess at different scales especially in human modified
landscapesGhalfoun and Mrtin 2007, Robinson et al. 1995, Robinson and Hoover 2011). In
concurrence with these findingdound that saggrouse fithess parameters were scale
dependent. For examplay nest SPF model contained 3 variables at 3 spatial scales including
topograjhic wetness index (TWI) at the patshale (0.25m?), heterogeneity in shrub height
(Shrbhgtsd) at the smaller landscaale (tkm?), and the percent Wyoming big sagebrush
canopy cover (Wysage) at the largest landscapée (5km?).

Similar to other ladscapescale research (Aldridge and Boyce 2007, Doherty et al. 2010)
as well as locascale researctCpnnelly et al. 2000, Braun et al. 2005, Holloran et al. 2005,
Hagen et al. 2007, Doherty et al. 201@3st occurrence was strongly correlated with big
sagebrush canopy cover with the odds of nest occurrence increasing proportionately with
increasing canopy cover. Sagebrush canopy cover, albeit in different forms and at different
scales, was presentimy RSF models throughout every summer femaleditegge with the
exception of the early ndorooding RSF.Furthermore, it is noted that areas with high cover of
tall sagebrush are important to sageuse in the ARPA during winter (J.L. Beck, unpublished
data), suggesting the need to conserve these areas fegsage conservation in the ARPA.

During the early and late brogdaring periods the quadratic form of sagebrush cover
(not specific toArtemisiataxg at the tkm? scale was predictive of seleatio Thus, brooding
female saggrouse appear to be selecting habitats with moderate sagebrush cover, but avoiding
areas with the highest cover. Moderate sagebrush stands likely provide refugia from predators
while also providingnterstitial spacdor growth of forb resources that are essential to brood
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development (Bergerud 1988hnson and Boyce 1990, Holloran and Anderson 2004, Connelly
et al. 2011Hagen 2011) Further support for this finding comes from Aldridge and Boyce
(2007) who also found mod®e sagebrush cover to be important to brooding females at the
same landscapscale. Female saggouse during early and late breaghring periods were
selecting habitats with a heterogeneous distribution of herbaceous cover. Thus habitats with forb
pathes intermixed with moderate sagebrush cover seem to be preferred by brooding females.
This supports the concept thebitat selection during the breeding season is driven by the need
to meet biological demands while also having adequate concealnranpriedators (Hagen
2011). At the patchscale(0.25km?), litter was also positively related to nest habitat selection.
To my knowledge no other landscapeale saggrouse research has identified this relationship.
It must be noted that the litteariable not only included ground plant and animal organic matter,
but also dead standing woody vegetation (Homer et al. 2012) that likely provided additional
vertical structural diversity and cover. At the lesalle (within 5 td5 m), Sveum et al. (88)
and Kirol et al(2012) found that the likelihood of nest selection increased with greater litter and
Kaczor (2008) found that successful sggeuse nests in South Dakota had a higher percentage
of litter surrounding nests than unsuccessful nestghé&unore, locakcale research on other
gallinaceous species such as Mountain Q@aikortyx pictu¥ also suggests an association
between nest site selection and litter (Reese et al. 2005).

Even though there was some habitat overapresults showtat during summer
females without broods were not selecting the same haagdésnales with broods (Fig2i
25). Unlike late broodearing, the distance to forest edge was supported in the late non
brooding model. The relationship to forest edge weaxpected, in that late ndmooding
females were more likely to occur closer to forest edge the contrary, during winter, Doherty
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et al. (2008) found that female sag@use flocks were avoiding coniferous habitalbe
coniferous habitats in the AR are mainly distributed along the upper elevation ridgelines and
along the eastern edg&hus, late notbrooding females seemed to be selecting the foothill
habitats at the base of these forested ridgelines during early and late summer. This s&gction
be related to a more productive understory associated with these areas.

Anthropogenic predictor variables improved model support in all of the final occurrence
models specific to each female summerdtage. Visual well density was negatively cated
with female saggrouse occurrence during nesting and early breading at the .km? scale
and early nosbrooding and late nebrooding at the &m?. For nest occurrence, the addition of
1 visible well within0.564km of a nest decreased the prabgbof occurrence by
approximately 35%. Researchers in other portions of thegzagse range also being
influenced by oil and gas development have previously identified relationships between well or
visible well densities and occurrence during differge-stages (Holloran 2005, Aldridge and
Boyce 2007, Doherty et al. 2008). Aldridge and Boyce (2007) in Canada found that whereas
broods were still occurring in habitats with oil and gas development, habitat avoidance occurred
as the number of visibleells increased within a-tm? area. The quadratic term for total
disturbance area was an important predictor in the late e@wohg model. This quadratic
relationship suggests that moderate disturbance was tolerated by latedanoogd grouse, buts
disturbance increased to approximately 2% a threshold of tolerance was reached and avoidance
began to occurHig. 2.4).

My survival analyses results illustrate habgpecific variations in survival or risk across
the ARPA landscape. Supported by lesedle researcfConnelly & al. 1991, Holloran et al.
2005 Connelly et al. 2011) found that saggrouse nest successtha positive relationship to
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sagebrush canopy cover. Specificalligund that as Wyoming big sagelsh canopy cover

within a 1.266km radius (5km?) increased so did the probability of nest survival. Sagebrush
communities iMy study area were dominat®dy nearly equal amounts of Wyoming big

sagebrush and mountain big sagebrush (BLM 2B@8emaker and Driese 2006). Because the
relationship was specific to the Wyoming big sagebrush subspecies (i.e., the variable Sage 5.0
was not as well supported) this result suggests that not only is sagebrush cover within a large
area important to nestirvival, but nests were more likely to survive in Wyoming big sagebrush
versus mountain big sagebrush stands. Similar to Aldridge and Boyce (P@i@dmpt find any
significant correlations between nest survival and anthropogenic development.

The vaiability in shrub heights within a-km? area was predictive of nest, brood, and
adult female survival throughout the summer. Because a strong correlation between
Shrubhgtsd_1.0 and survival was omnipresent in atty$urvival models it appears thaasts
with homogenous vertical cover of sagebrush and other shrub species were riskier habitats for
females in every summer lifgage.| amunaware of any others who have specifically assessed
variability in shrub heights and survival at the landsesqae, although Aldridge and Boyce
(2007) found that nest survival greatly improved in habitats containing a heterogeneous mix of
sagebrush cover.

Anthropogenic predictor variables informed brood survival and adult female survival
models, but the mechsms were quite differentl found that brood survival began to decrease
when a threshold of about 4% surface disturbance witBisGkm radius of broodearing
habitat was reached and breadring habitat becomes considerably riskier at approximédely
surface disturbancéig. 2.9), suggesting that moderate levels of surface disturbance in habitats
being used by brooding females appeared to have little influence on brood survival. Yet, once a
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threshold of disturbance was reached, the risk to bsandval startedd increase dramatically
(Fig. 2.8 and2.9). Aldridge and Brigham (2007) found that daily chick survivalqdags)
decreased with greater well densities also witfir6&4km radius. Similar relationships have
been found in other spesiesuch as the grizzly bedsr6usarctos horribilis), where researchers
found that an increase in survival risk was strongly correlated with anthropogenic habitats
(Johnson et al. 2004).

Conversely] found that adult female survival decreased with a greater distance from
anthropogenic edge. That my results indicate that female survival was higher in many of the
same habitats where CBNG development was occurffiigg4.10). Thus accumulative
exposure to CBNG modified habitats throughout the summer may not have been detrimental to
adult female survivall believe there are two probable explanations for this relationship. First,
CBNG development may have disrupted predately behavior becausermmon saggrouse
predators may have avoided anthropogenic edge thus reducing risks to adults. In some cases,
research on avian species has shown that hatbared landscapes can provide a degree of
refugia for prey as a consequence of predator avoid#ribese areas (Tewksbury et al. 1998,
Francis et al. 2009). Second, the distance to anthropogenic edge may be a proxy for less rugged
terrain where female saggouse experienced reduced risk. Support for this explanation comes
from a second environmtai variablel found predictive of female summer adult survivil.
found that the level of terrain roughnessmgtlargest landscape scale (VRM_5.0) was
negatively related to adult female summer survival. Thus, habitats with greater amounts of
topographt relief at my largest landscape scale were riskier habitats to femalgreage
during summer. In the ARPA this would include several prominent drainage basins and
ridgelines that may be providing perching and nesting substrates for aerigrsagepredators
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such as golden eagleSduila chrysaetos Habitats with CBNG development within the ARPA
most often occur in areas that are relatively flat. Therefore, even thmlggidist and VRM_5.0
were not directly correlated they may be predicting a similar mechanism. This would suggest
that adult female summer survival is independent of CBNG development within the ARPA.
Regardless of the mechanishfsund no evidence of deiced adult female summer survival at
the level of CBNG development that occurred durmgstudy.

Theamodel is deliberately sensitive to changes in adult fefndler e eder s o sur vi \
(M. J. Holloran, Senior Ecologist, Wyoming Wildlife Consultants L Ipérsonal
communication, 2011)ecause in longived birds like saggrouseg-is often more sensitive to
breeder survival than any other demographic fdieDonald and Caswell 1993). Furthermore,
population viability analysis for a saggouse populatioin North Park, Colorado indicated that
adult female and juvenile survival were the most significant demographic rates followed by adult
and juvenile fecundity (Johnson and Braun 1999). afimap reflects the significance of female
survival as many dhe habitats that hawe<1 are also habitats with low prethd female
summer survival. My-model predicts the vast majority of the sageuse habitat within the
ARPA has the potential to contribute to a stable or increasinggsagse populationi(>1).
Theamodel and corresponding map suggest that CBNG development was not increasing the
amount of habitat witk-<1 unless surface disturbance exceeded approximatelyitfia a1l-
km? areaareaat which the lower predicted brood survival causéal fal below 1. Furthermore,
my results provide little evidence that selected sinks or ecological traps are resulting from
anthropogenic disturbance within the ARPA, as has been found with other avian species
(Misenhelter and Rotenberry 20@®earson and Fratrigo 2011)and mammalian species

(Knight et al. 1988) in human modified landscapksppears that possible ecological traps
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were not occurring because brooding fensalgegrouse appeared to la&oiding these areas
thus, potentiafitness consequees are not realized

It is important to note that the predictestalues and corresponding madgsovide have
limitations. One limitation is that mechanishid not measure directly such as sageuse
immigration or emigratiorpredator intensityand climatic differenceare not considered in the
amodel. However, many of the variables | assessed associated with cover are proxies for
predation risk because they provide concealment from aerial and ground predators (Hagen 2011).
A second limitations that the model may over pred&in some cases when habitgtecific
conditions cause the corresponding SPF to predict 100% survival for one or all of the variable
adjusted demographics (e.g., nest, brood, or adult female summer survival). Betlaese of
limitations the sourcsink threashold)( <1) should be considered accordingly when assessing
habitat quality. Howevet,believel largely corrected for this by incorporating rates from the
sagegrouse literature representing the lower range in these demographic regfchsaesder et
al. 1999, Connelly et al. 201iijto theamodel. Becausmy habitat quality map is independent
of theathreshold of 1 (e.ga-is a constanvalue from lowest to highest)provides additional
information on the importance of specific habitat patches to the ARPAgsagse population.

My occurrence models for each hétage and subsequent femslenmer occurrence
map indicate that female sageouse are avoiding potential source habitats (e.g-sal@tted
saurce) mainly due to visual welldn fact,my models predict that almost half of the source
habitat is falling into the neselected source categoryhereforemy results suggestlarge
percentage of source habitats are contributing little to recruitmeatbeof being largely

avoided due to CB® infrastructure
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My analysis was designed to spatially predict habitat quality on the basis of the best
supported landscape variables predicting sagese occurrence and corresponding fitness
outcomes.My results demonstrateat occurrence and fiéss are influenced by environmental
and anthropogenic habitas multiple spatial scales. Mypurcesink map suggests that the
ARPA currently has abundant source habitat. Wgtresults provide strong evidence that
sourcesink dynamics within the ARPRndscape may be shifting as a result of CBNG
development. However, the apparent shift is largely being driven by avoidance or displacement
and not fithess consequences, in that this shift is resulting in selected source habitats becoming
nonselected sawe habitats. In conclusion, teeological conditions that are gfeatest
concern for saggrouse population persistence in the ARPA may be avoidance of otherwise
productive habitats largely resulting from anthropogenic changes being driven by CBNG
devdopment.

MANAGEMENT IMPLICATIONS

Because greater sageouse are imperiled in much of their current range (United States Fish and
Wildlife Service [USFWS] 2010), there is a critical need for better management practices where
sagegrouse and anthropogerdevelopment overlap. Current sagy®use mitigation measures
employed by the BLM focus on buffers surrounding sgigrise leks and generally include a 0.4

to 1.6 km no occupancy buffer, determined on a-bgsease basis, and a 3.2 km seasonal no
disturbance timing stipulation (BLM 2007). However, the focus on lek buffers could result in
critical high-quality habitats being left unprotected and management resources directed to
protecting lowquality habitats. In addition, the buffer approach would likeyneffective at

protecting large intact source habitats necessary for population persistence.
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My research suggesthat occurrence and fitness are being driven by habitat
characteristics at large spatial scales. Thus, to maintairgsaggepopulations, management
should also consider larger scale mitigation measures. As CBNG development continues in the
ARPA and elsewhere, a critical amount of hgghality habitat must be maintained to ensure a
viable sagegrouse population in the futur&ecause local population dynamics depend on a
balance between mortality and fecundity as well as demographic subsidies from adjacent sources
(Pearson and Fraterrigo 2011), selected source habitats, if set aside, provide a surplus of
dispersers that standady to recolonize neselected source habitatafreclamation takes
place. Mymodels suggest the most productive habitat expanses, contributing-greage
population persistence within the ARPA, include much of the habitat north of Muddy Creek, the
area west of Dotty Mountain Compressor Road and south of Muddy Creek, the Garden Gulch
area north of Cow Butte Road, The Willows mainly east of Willows Road, as well as areas south
of Muddy Mountain and east and we$tMcCarty Canyon Road (Fig.13 and2.14).

Anthropogenic development in high occurrence broearing habitats (Fig2.2 and2 .4)
should ensure that surface disturbance does not exceed approximately 4%. Also, visibility from
surrounding sagebrush habitats, especially if they are selectezkdabitats, should be
considered during well and infrastructure placement. Directidnitihg technology offers new
methods to reduce surface disturbance and the visual footprint on energy development
landscapes! recommend continued monitoring kdy sagegrouse habitat selection and fitness
parameters including nesting and brgedring selection and nest, brood, and adult female
survival to test for possible temporal changes in resource availability related to year to year
climatic differences awell as well field expansion that may affect the performance of the
ecdogical models thak provide.
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Table2.1. Satial predictor variables used for sageuse nest, brood, female occurrence and survival modeling incenitial

Wyoming, USA, 2008 and 2009. Data arerB@esolution and spatial scales are circular unless indicated otherwise.

Model category/ Spatial scale Description
predictor variable (km?)
Environmental

Baresoil 0.25,1.0,5.0 Mean bare ground (%; Homer et al. 2012) calculated using a moving window

Bsag® 0.25, 1.0, 5.0 Mean big sagebrusk\(temisia tridentatacover (%; Homer et al. 2012alculated using a
moving window

Bsagesd 0.25, 1.0, 5.0 Standard deviation big sagebrugtitémisia tridentatgqcover (%; Homer et al. 2012) calculat
using a moving window

Forestdist Distance (km) to nearest conifer stand from NW ReGap (Len2@@Z) and verified using
NAIP® imagery (2009)

Herb 0.25,1.0,5.0 Mean herbaceous cover (%; Homer et al. 2012) calculated using a moving window

Herbsd 0.25,1.0,5.0 Standard deviation herbaceous cover (%; Homer et al. 2012) calculated using awiodow

Litter 0.25,1.0,5.0 Mean litter (%; Homer et al. 2012) calculated using a moving window

Mesic 0.25, 1.0, 5.0 Proportion of area (%) that is mesic habitat derived from converting Niyery (2009) to

NDVI%and groundruthed to determine vadtbreak (categorical [0,1])

MesicdisP Distance (km) to nearest mesic area derived from converting NeatRjery (2009) to NDVA
and grouneruthed to determine cell value break (categorical [0,1])

NDVI 0.25, 1.0, 5.0 Mean normalized differentialegetation index (NDVI) values derived from NAlimagery
calculated using a moving window
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Model category/ Spatial scale Description

predictor variable (km?)

NDVisd 0.25,1.0,5.0 Standard deviation of normalized differential vegetation index (ND&ll)es calculated using
moving window

Sag8 0.25, 1.0, 5.0 Mean sagebrush (AArtemisiaspp.) cover (%; Homer et al. 2012) calculated using a movir
window

Sagesd 0.25, 1.0, 5.0 Standard deviation sagebrush @itemisiaspp.) cover (%; Homer et al. 2012) calculated us
a moving window

Shrbhgt 0.25,1.0,5.0 Mean shrub height (cm; Homer et al. 2012) calculated using a moving window

Shrbhgtsd 0.25, 1.0, 5.0 Standard deviation shrub height (cm; Homer et al. 2012) calculated using a moving wind

Slopé 0.25,1.0,5.0 Mean slope (%) calculated using a mowmgdow

TWI? 0.25,1.0,5.0 Mean topographic wetness index (TWI; high values = increased soil moisture; Theobald
calculated using a moving window

VRM® 0.25,1.0,5.0 Mean topographic roughness (vector roughness measure [VRM; Sappingt&2087l.
calculated using a moving wind8w

Wysag8 0.25, 1.0, 5.0 Mean Wyoming big sagebrusArtemisia tridentataszar. wyomingensiscover (%; Homer et al.
2012) calculated using a moving window

Wysagesd 0.25, 1.0, 5.0 Standard deviation Wyoming b&agebrushArtemisia tridentatavar. wyomingensiscover (%;
Homer et al. 2012) calculated using a moving window

Anthropogenic

Dstbare® 0.25,1.0,50 Surface disturbance cell count (bare gr

energy infrastructure (improved gravel roadsergy well sitdscompressor sites, and humai
dwellings digitized or confirmed using NAlRnagery
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Model category/ Spatial scale Description

predictor variable (km?)

Edgedist Di stance (km) to nearest anthropogenic
gravel road$ energy well sitdscompressor sites, and human dwellings digitized or confirn
using NAIP imagery

Fence 0.25,1.0,5.0 Total linear distance (km) of fence (mainly grazing allotment fences) within analysis regic

Fencedist Distance(km) to nearest fence (mainly barbwire grazing allotment fences)

Haulrd 0.25, 1.0, 5.0 Total linear distance (km) of haul rdg@mproved gravel road) within analysis regioerified
using NAIP imagery

HauldisP Distance (km) to nearest haul ré&di mpr ov e d g r -atangpéd and vezifibd usihgi
NAIP® imagery

Two-track 0.25,1.0,5.0 Total linear distance (km) of unimproved road (#&&ack road ) within analysis region

Two-trackdisP Distance (km) to nearest unimproved road ¢tvazk)

Vwell 0.25, 1.0, 5.0 Count of visible energy wellsvithin analysis regioiverified using NAIF imagery

Well 0.25, 1.0, 5.0 Count of energy wellsvithin analysis regioiwverified using NAIF imagery

Welldist’ Distance (km) to nearest energy well'site e r i f i e d®imageiyng NAI P

410-m resolution.

PQuadratic transformations assessed.

‘USDA national agriculture imagery program (USDA 2010).

INormalized differential vegetation index.

°Square analysis regions.

"Time-stampedn the basis of spud dates and batched into monthly increments thus enabling us to depict temporal additions to
infrastructure to prevent including infrastructure in the analysis until it actually exists on the ground.
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%When constructed in concurrencetwit energy well siigime-stamped on the basis of corresponding well spud date and batched into
monthly increments thus enabling us to depict temporal additions to infrastructure to prevent including infrastructaralysibe
until it actually existon the ground.
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Table2.2. Quantification of predicted source and sink habitats on the ARPA landscape, south

central Wyoming, USA.

Occurrence Fitness

Habitat categories

Y a0 1 Selected source

z 20 1 Nonselected source

y o<1 Selected sink

z o<1 Non-selected sink

NH NH Norn-habitat
y Summer female occurrence above mean
yA Summer female occurrence bel ow mean
o1 Stable or increasing population.

<1 Decreasing population.
NH Nonhabitatareas.
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Table2.3. Model category combinations (environmental and anthropogenic) considengd@guential modeling approach

predicting nesting saggrouse occurrence in soutientral Wyoming, USA, 2008 and 2009.

Model (predictor variable_spatial scale [knf])? LL® K® AIC®  AAICS  w
Environmental + Anthropogenic 1113.62 5 235.47 0.00 0.77
Environmental (Bsage_0.25, Litter_0.25, NDVIsd_5.0) 1115.85 4 237.83 2.36 0.24
Anthropogenic (Vwell_1.0) 1127.51 2 257.03 21.57 0.00
Null 1130.52 1 261.05 25.58 0.00

®Model categories (subsets) and associated predictor variables assessed individually and compisegiiential modeling
approach. Refer to Tabkl for predictor variable descriptions.
®Log-likelihood (LL), number of parameter&) , Ak ai keds I nformation Critae)sdmen adjuste

change in AlGscore from top modehAIC.), and Akaike weightsw;).
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Table2.4. Model category combinations (environmental and anthropogenic) considenggseguential modeling approach

predicting female saggrouse early broedearing occurrence in souttentral Wyoming, USA, 2008 and 2009.

Kb

b

Model (predictor variable_spatial scale [knf])? LL® AICS  AAICS w
Environmental + Anthropogenic 180.79 7 176.44 0.00 0.99
Environmental (Herbsd_1.0, S4g#.0) 187.74 4 183.78 9.56 0.01
Anthropogenic (Twetrack_5.0, Twetrackdist, Vwell_1.0) 190.83 4 187.84 13.62 0.00
Null 195.44 1 190.87 16.66 0.00

®Model categories (subsets) and associated predictor variables assessed individually and compisegiiential modeling

approach. Refer to Tabkl for predictor variable descriptions.

P og-likelihood (LL), number of parameterKY , Ak ai keds | nformati on

change in AlGscore from top modehAIC.), and Akaike weightsw;).
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Table2.5. Model category combinations (environmental and anthropogenic) considengdsequential modeling approach

predicting norbrooding female saggrouse occurrence during the early broedring period in soutbentral Wyoming,

USA, 2008 and 20089.

Model (predictor variables_spatial scale [kni])® LLP K® AIC®  AAICS  w
Environmental + Anthropogenic 1147.12 8 310.79 0.00 1.00
Environmental (Litter_0.25, NDVIsd_1.0, VRM_1.0) 1160.76 5 331.74 20.96 0.00
Anthropogenic (Twetrackdist, Vwell_5.0) 1166.79 4 341.73 30.94 0.00
Null i185.84 1 373.70 62.91 0.00

®Model categories (subsets) and associated predictor variables assessed individually and compisegiiential modeling

approach. Refer to Tabkl for predictor variable descriptions.

P og-likelihood (LL), number of parameterKY , Ak ai keds | nformati on

change in AlGscore from top modehAIC.), and Akaike weightsw;).
“The true value isv; = 0.999972.
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Table2.6. Model category combinations (environmental and anthropogenic) considengdsequential modeling approach

predicting female late broeearing occurrence in soutientral Wyoming, USA, 2008 and 20089.

Model (predictor variables_spatial scale [kni])® LLP K® AIC®  AAICS  w
Environmental + Anthropogenic 184.16 8 185.42 0.00 0.54
Environmental (Herbsd_5.0, S&g#.0) 188.74 4 185.79 0.36 0.45
Anthropogenic (DstbaréaHauldist, Twetrackdist) 7191.89 5 194.23 8.81 0.01
Null 196.84 1 195.71 10.29 0.00

®Model categories (subsets) and associated predictor variables assessed individually and compisegiiential modeling
approach. Refer to Tabkl for predictor variable descriptions.

P og-likelihood (LL), number of parameterk) , A k Iaforrkatiod €riterion adjusted for small sample sizes (\K2ore, change
in AIC. score from top modeAAIC.), and Akaike weightswj).
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Table2.7. Model category combinations (environmental and anthropogenic) considemgdéguential modeling approach

predicting norbrooding female occurrence during the late brosating period in soutbentral Wyoming, USA, 2008 and

2009.

Model (predictor variable_spatial scale [knf])? LLP K® AIC®  AAICS  w
Environmental + Anthropogenic 1207.07 6 426.40 0.00 0.72
Environmental (Forestdist, Sage_0.25) 1210.10 4 428.33 1.93 0.28
Anthropogenic (Twetrackdist, Vwell_5.0) 1215.97 3 438.01 11.61 0.00
Null 1219.62 1 441.25 14.85 0.00

*Model categories (subsets) and associated predictor variables assessed individually and comlyiseduential modeling
approach. Refer to Tabkl for predictor variable descriptions.
P og-likelihood (LL), number of parameterkY , Ak ai k e 6 Gritefion ddjostethfartsiatl sample sizes (Q81€core, change

in AIC score from top modehAIC.), and Akaike weightsw().
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Table2.8. Final resource selection function models and associated spatial variables predicting
female saggrouse nesting, early brogdaring, early notbrooding, late broodearing, and late
nonbrooding occurrence in soutientral Wyoming, USA, 2008 and 200Barameter

coefficients, 95% confidence intervals, and odds ratios from smaltiel inference.

: 95% CI
Spag(l?r:%cale Coefficient P-value® Odds ratio
Lower Upper

Nest RSF
Environmental model
Bsage 0.25 0.191 0.131 0.251 0.002 1210
Litter 0.25 0.063 0.022 0.104 0.001 1.065
NDVisd 5.0 121.850 127.948i15.751 0.01 0.804
Anthropogenic model

1.0 710.618 11.422 10.039 0.04 0.539
Vwell
Early brooding RSF
Environmental model
Herbsd 1.0 710.372 10.497 10.247 0.008 0.689
Sagé® 1.0 70.056 10.078 10.033 0.02 0.946
Anthropogenic model
Two-track 5.0 0.137 0.078 0.197 0.05 1.147
Two-trackdist (km) i2.613 14.405 i1.178 0.05 0.073
Vwell 1.0 10.745 11.213 10.277 0.13 0.475

Early non-brooding RSF
Environmental model
Litter 0.25 0.073 0.043 0.103 <0.001 1.076

NDVlsd 1.0 i14.570 121.03078.109 <0.001  0.47¢
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Spatial scale 95% ClI

km? Coefficient P-value® Odds ratio
(km®) Lower Upper

VRM 1.0 1571.902 136.810106.99¢ <0.001 0.423
Anthropogenic model

Two-trackdist® (km) 5584  3.148 8.020 0.12 1.673
Vwell 5.0 11.136 11.593 10.679 0.01 0.321
Late brooding RSF

Environmental model

Herbsd 5.0 10.130 10.240 10.021 0.04 0.878
Sagé® 1.0 70.086 10.123 i0.049 0.02 0.918
Anthropogenic model

Dstbare? 5.0 10.0001 i0.0002 0.0000 0.11 0.908
Hauldist (km) 10.333 10.506 710.161 0.12 0.717
Two_trackdist (km) 12.445 13.581 11.302 0.10 0.087
Late non-brooding RSF

Environmental model

Forestdist (km) 10.231 10.291 710.171 0.002 0.959
Sage 0.25 0.187 0.157 0.216 0.001 1.205
Anthropogenic model

Two-trackdist (km) 1.072 0.573 1571 0.11 2.922
Vwell 5.0 10.844 11.12 70571 0.01 0.430

4P-valuesfrom single variable models except for quadratic variables were-tadues from the
combined 2 variable model.

PQuadratic form (variable + varaBje

“For interpretationpdds ratio estimated for a 10 unit change in variable

9For interpretationpddsratio estimated for a 100 unit change in variable

°For interpretationpdds ratio estimated for a 1000 unit change in variable
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Table2.9. Model category combinations (environmental and anthropogenic) considenggd@guential modeling approach

predicting brood survival to 40 days in soatntral Wyoming, USA, 2008 and 2009.

Model (predictor variable_spatial scale [knf])? LLP K°  AICsu® AAICsuR® WP
Environmental + Anthropogenic 127.52 4 63.42 0.00 0.52
Environmental (Herb_1.0, Shrbhgtsd_1.0) 129.81 2 63.81 0.39 0.43
Anthropogenic (Dstbaréal.0) 132.24 2 68.66 5.24 0.04
Null 135.94 0 71.36 7.94 0.01

®Model categories (subsets) and associated predictor variables assessed individually and compisegiiential modeling

approach. Refer to Tabkl for predictor variable descriptions.

®Log-likelihood (LL), number of parameterkY , Ak ai keds I nformation Cr i tuescore changedapt ed
in AlICsyr score from top modeMAICsyr), and Akaike weightsw).
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Table2.10. Model category combinations (environmental and anthropogenic) considargdequential modeling

approach predicting female summer survival to 110 days in-seutinal \WWyoming, USA, 2008 and 2009.

Model (predictor variable_spatial scale [knf])? LLP K°  AICsu® AAICsuR® WP
Environmental + Anthropogenic 171.80 3 149.67 0.00 0.58
Anthropogenic (Distedge) 173.40 1 148.82 0.74 0.40
Environmental (Shrbhgtsd_1.0, VRM_5.0) 175.76 2 155.17 7.09 0.02
Null 178.57 0 157.15 9.07 0.00

®Model categories (subsets) and associated predictor variables assessed individually and compisegiiential modeling

approach. Refer to Tabkl for predictor variable descriptions.

®Log-likelihood (LL), number of parameter&) , Ak ai keds I nformation Cr i tuscore changedapt ed
in AlCsyrscore from top modehAICsugr), and Akaike weightsw).
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Table2.11. Final models and associated spatial variables predictive of survival for nest, brood, and

adult female in soutkentral Wyoming, USA, 2008 and 2009. Parameter coefficients, 95%

confidence intervals, and risk ratios from multodel inference.

: 95% CI

Models Spa}(lalzscale Coefficient P-value” Risk ratio

(km?) Lower Upper
Nest survival
Environmental model
Shrbhgtsd 1.0 10.099 1710.16970.029 0.09 0.906
TWI 0.25 0.247 0.097 0.396 0.11 1.280
Wysage 5.0 10.295 1710.43070.159 0.02 0.745
Brood survival®
Environmental model
Herb 1.0 0.105 0.051 0.160 0.02 1.111
Shrbhgtsd 1.0 710.500 1710.71070.291 0.18 0.606
Anthropogenic model
Dstbare& 1.0 0.002 0.001 0.003 0.06 1.002
Female summer survival
Environmental model
Shrbhgtsd 1.0 10.167 170.263710.041 0.09 0.850
VRM® 5.0 0.356 10.092 0.803 0.07 1.430
Anthropogenic model
Edgedist (km) 0.717 0.504 0.930 0.001 2.0

4Contains timedependent variabld@hat represent average accumulative exposure to the
corresponding habitat characteristics over the entire survival time and specific to each individual.
®P.values from single variable models except for quadratic variables wePevéilaes come
from the ombined 2 variable model.
°Quadratic form (variable + varab)e
dStatisticsfor a 1000 unit change in variable
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Figure2.1. Predicted probability of nesting sagmuse occurrence in soutientral, Wyoming,
USA, 2008 and 2009The map displays a rescaled (0 to 1) resource selection function with 1

(green) being the highest and 0 (red) being the lowest probability.
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Early brood-rearing
Occurrence probability scale
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Figure 22. Predicted probability of early brogdaring saggrouse occurrence in soutientral,
Wyoming, USA,2008 and 2009. The map displays a rescaled (0 to 1) resource selection

function with 1 (green) being the highest and 0 (red) being the lowest probability.
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Early non-brooding
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Figure2.3. Predicted probability of early ndmooding sag@rouse occurrence southcentral,
Wyoming, USA, 2008 and 2009. The map displays a rescaled (0 to 1) resource selection

function with 1 (green) being the highest and 0 (red) being the lowest probability.
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Late brood-rearing
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Figure2.4. Predicted probability of late brogdaring saggrouse occurrence in souitentral,
Wyoming, USA, 2008 and 2009. The map displays a rescaled (0 to 1) resource selection

function with 1 (green) being the highest and 0 (red) being the lowest probability.
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Figure25. Predicted probability of late ndsroodng sagegrouse occurrence in soutentral,
Wyoming, USA, 2008 and 2009. The map displays a rescaled (0 to 1) resource selection

function with 1 (green) being the highest and 0 (red) being the lowest probability.
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