
Journal of Computational Physics 249 (2013) 249–274
Contents lists available at SciVerse ScienceDirect

Journal of Computational Physics

journal homepage: www.elsevier .com/locate / jcp
A unified RANS–LES model: Computational development,
accuracy and cost
0021-9991/$ - see front matter � 2013 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.jcp.2013.03.066

⇑ Corresponding author. Tel.: +1 307 766 4203; fax: +1 307 766 6838.
E-mail addresses: hgopalan@uwyo.edu (H. Gopalan), heinz@uwyo.edu (S. Heinz), MStoell@uwyo.edu (M.K. Stöllinger).
Harish Gopalan a, Stefan Heinz b,⇑, Michael K. Stöllinger a

a Mechanical Engineering Department, University of Wyoming, 1000 E. University Avenue, Laramie, WY 82071, USA
b Department of Mathematics, University of Wyoming, 1000 E. University Avenue, Laramie, WY 82071, USA

a r t i c l e i n f o a b s t r a c t
Article history:
Received 6 April 2012
Received in revised form 22 February 2013
Accepted 22 March 2013
Available online 10 May 2013

Keywords:
Stochastic turbulence model
RANS
LES
Unified RANS–LES models
Channel flow application
Large eddy simulation (LES) is computationally extremely expensive for the investigation
of wall-bounded turbulent flows at high Reynolds numbers. A way to reduce the computa-
tional cost of LES by orders of magnitude is to combine LES equations with Reynolds-aver-
aged Navier–Stokes (RANS) equations used in the near-wall region. A large variety of such
hybrid RANS–LES methods are currently in use such that there is the question of which
hybrid RANS-LES method represents the optimal approach. The properties of an optimal
hybrid RANS–LES model are formulated here by taking reference to fundamental properties
of fluid flow equations. It is shown that unified RANS–LES models derived from an under-
lying stochastic turbulence model have the properties of optimal hybrid RANS–LES models.
The rest of the paper is organized in two parts. First, a priori and a posteriori analyses of
channel flow data are used to find the optimal computational formulation of the theoret-
ically derived unified RANS–LES model and to show that this computational model, which
is referred to as linear unified model (LUM), does also have all the properties of an optimal
hybrid RANS–LES model. Second, a posteriori analyses of channel flow data are used to
study the accuracy and cost features of the LUM. The following conclusions are obtained.
(i) Compared to RANS, which require evidence for their predictions, the LUM has the sig-
nificant advantage that the quality of predictions is relatively independent of the RANS
model applied. (ii) Compared to LES, the significant advantage of the LUM is a cost reduc-
tion of high-Reynolds number simulations by a factor of 0:07Re0:46. For coarse grids, the
LUM has a significant accuracy advantage over corresponding LES. (iii) Compared to other
usually applied hybrid RANS–LES models, it is shown that the LUM provides significantly
improved predictions.

� 2013 Elsevier Inc. All rights reserved.
1. Introduction

The use of direct numerical simulation (DNS) to numerically integrate the basic equations of fluid mechanics and ther-
modynamics is extremely helpful for studying the fundamental mechanisms of turbulent flows, but the computational cost
of DNS do not allow investigations of complex engineering and environmental flows. For example, the number of grid points
N required to perform DNS of turbulent channel flow scales with the Reynolds number Re according to N � Re2:7 [1,2]. A solu-
tion for this cost problem requires the use of modeling assumptions for at least a part of the spectrum of turbulent motions.

There are two ways that have been used to address this issue. The first way, deterministic [2–9] or stochastic [10–17]
large eddy simulation (LES) methods, applies modeling assumptions to small-scale turbulent motions while the energetic
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large scale structures are resolved. The second way, deterministic [2,18,19] or stochastic [2,20–22] Reynolds-averaged Na-
vier–Stokes (RANS) methods, applies modeling assumptions to all the scales of motion. The use of LES methods is much
cheaper than DNS regarding the simulation of complex free shear flows: the total number of grid points required scales
as N � Re0:4 [23]. However, for wall-bounded flows the cost of fully resolved LES scales as N � Re1:76 [24,25], which is com-
parable to DNS. Therefore, it is very expensive to use LES for simulations of complex wall-bounded engineering and environ-
mental flows at high Reynolds numbers. The use of RANS methods can reduce the computational cost of complex wall-
bounded flow simulations. The number of grid points required to perform RANS simulations of wall-bounded flows is inde-
pendent of the Reynolds number along the streamwise and spanwise directions and scales as N � ln Re along the wall normal
direction [2]. However, there are two issues associated with the use of RANS models for turbulent flow simulations. First, the
accuracy of numerical predictions depends on the choice of the RANS model (k—�; k—x, etc.) and flow considered (separated
flows, swirling flows, etc.) [19]. Therefore, RANS predictions have to be validated by experimental or DNS data. Second, RANS
models do not provide instantaneous flow fields, which have to be considered in many applications such as aircraft noise
predictions, swirling flows, etc.

The prohibitive cost of LES, in particular for the investigation of wall-bounded flows at high Reynolds numbers, motivated
the development of hybrid RANS–LES methods. In the hybrid RANS–LES modeling approach, a part of the flow domain (the
near-wall region) is modeled using RANS methods and the remaining flow domain (away from the wall) is modeled using
LES methods. The use of hybrid RANS–LES methods has three main advantages. First, hybrid RANS–LES methods can be used
to simulate flows at high Reynolds numbers, which would not be feasible with pure LES [26]. Second, hybrid RANS–LES
methods can provide instantaneous flow fields. Third, compared to pure RANS methods, the use of hybrid RANS–LES meth-
ods reduces the influence of the choice of the RANS model applied. These advantages make the use of hybrid RANS–LES
methods highly attractive for the study of complex engineering and environmental flows at high Reynolds numbers. To illus-
trate the advantages of using hybrid RANS–LES methods for complex turbulent flow simulations, let us consider the turbu-
lent flow past a sphere. This flow configuration is a representative test case for many external engineering flows. The flow
consists of an attached boundary layer, developed upstream of the sphere, and flow separation in the downstream wake re-
gion. At low and moderate Reynolds numbers, this flow can be investigated using DNS and LES methods, respectively. How-
ever, at high Reynolds numbers either RANS or hybrid RANS–LES methods are required for the numerical simulation. The use
of RANS methods has been shown to be inaccurate even for the prediction of the Strouhal number of such flows [27]. How-
ever, the use of hybrid methods (RANS in the attached boundary layer and LES in the wake region) led to successful predic-
tions of the Strouhal number and aerodynamic forces on the surface of the sphere, and it provided unsteady flow fields in the
downstream wake [28].

Despite their success, there are several problems related to existing hybrid RANS–LES methods. First, there is a large vari-
ety of hybrid RANS–LES methods, and most of these methods have been empirically developed (only a few researchers devel-
oped hybrid RANS–LES methods on a theoretical basis [21,29–34]. Hence, there is a need to clarify the most appropriate
theoretical basis for developing hybrid RANS–LES methods. Second, most existing hybrid RANS–LES methods do not repre-
sent hierarchical (stress transport equation, nonlinear and linear algebraic stress) models, which can be used to address
problems of varying complexity. Third, the predictions of most existing hybrid RANS–LES methods have shortcomings,
e.g., regarding the mean velocity profile in the log-law region of attached boundary layers [35–38].

The purpose of this paper is to develop computationally the realizable unified RANS–LES models derived by Heinz [33] on
the basis of stochastic analysis, and to evaluate the characteristic features of these models. This will be done in terms of a
priori and a posteriori analyses of turbulent channel flow data. The paper is organized in the following way. An overview of
existing hybrid RANS–LES methods is given in Section 2. Sections 3 and 4 describe the unified RANS–LES modeling and com-
putational approaches, respectively. A priori analyses of different coupling approaches are presented in Section 5. A posteriori
analyses of the model properties of unified RANS–LES methods, their accuracy and cost will be presented in Sections 6–8,
respectively. The conclusions are summarized in Section 9.
2. Existing hybrid RANS–LES methods

To prepare the comparison of ways to formulate hybrid RANS–LES methods, let us begin with the consideration of LES and
RANS methods. Depending on the model formulation as RANS or LES model, eUi refers to the mean or filtered velocity. For
simplicity, we consider incompressible flow, i.e., eUi satisfies @ eUk=@xk ¼ 0. The conservation equation of momentum is given
by
eD eUieDt
þ @Dik

@xk
¼ � 1

q
@ep
@xi
þ 2m

@eSik

@xk
: ð1Þ
Here, eD=eDt ¼ @=@t þ eUk@=@xk denotes the filtered Lagrangian time derivative, and eSij ¼ ð@ eUi=@xj þ @ eUj=@xiÞ=2 is the rate-of-
strain tensor. In addition, we have here the filtered pressure ep; q is the constant mean mass density, and m is the constant
kinematic viscosity. The sum convention is used throughout this paper. Eq. (1) is unclosed due to the unknown stress tensor
Dij. This stress is usually parametrized as Dij ¼ kFij[eS L0=k1=2, eX L0=k1=2]. Here, k ¼ Dnn=2 refers to the turbulent kinetic energy,
and Fij is a non-dimensional functional involving in addition to k1=2 the rate-of-strain matrix eS with elements eSij, the rate-of-
rotation matrix eX with elements eXij ¼ ð@ eUi=@xj � @ eUj=@xiÞ=2, and a characteristic length scale L0. Depending on the
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definition of L0, Eq. (1) can be used either as a RANS or LES equation. An LES equation is given if L0 is defined to be propor-
tional to the filter width D, which represents an external parameter that has to be provided. A RANS equation is given if L0 is
provided as a characteristic length scale of large-scale turbulence. A difference is often made between RANS and unsteady
RANS (URANS) methods, with the understanding that RANS methods provide time-independent solutions, whereas URANS
methods provide time-dependent solutions [27]. For simplicity, we will not distinguish between such different types of solu-
tions and only talk about RANS methods. Corresponding to the terminology used for RANS methods, no difference will be
made between LES and Very Large Eddy Simulation (VLES) methods.

It turns out that there are many different possibilities to combine RANS and LES methods. Coupled RANS–LES methods are
the most commonly used methods. There are two basic ways to couple RANS and LES methods: segregated RANS–LES meth-
ods, which use different velocity equations and couple all mean flow and turbulence variables at an interface, and interfaced
RANS–LES methods, which use one velocity equation and couple the stress Dij at an interface. The use of segregated methods
is described in a variety of applications [27,39–49]. A general problem is the coupling of RANS and LES variables at the inter-
face. In general, experimental data (which are often unavailable) are required to demonstrate the suitability of RANS results,
and an empirical noise model is needed to create instantaneous LES inflow data on the basis of RANS results [47,50]. Com-
pared to segregated methods, the significant advantage of interfaced methods is the continuous velocity transition between
RANS and LES subdomains without discontinuity at the interface [35–38,51–58]. The most commonly used interfaced
approach is the detached eddy simulation (DES) of [51]. The DES model has been successfully applied to many massively
separated flow configurations [35,51–53]. However, the DES calculation of RANS and LES stresses at the interface implies
a jump in the mean velocity profile in the log-law region near the RANS–LES interface (i.e., a spurious buffer layer) of
attached flows. Different empirical methods [35,56,57] have been proposed to avoid the occurrence of this spurious buffer
layer. These empirical methods successfully reduced the size of the spurious buffer layer for the flows investigated, but the
applicability of these empirical approaches to a wide range of flows still has to be investigated. Similar problems regarding
the use of other interfaced methods for simulations of attached boundary layers were reported by Breuer et al. [36], Davidson
and Peng [37], Hamba [38], Tucker and Davidson [54], Tessicini et al. [55] and Kniesner et al. [58].

Another way of combining RANS and LES methods is the use of distributed RANS–LES methods. There are two basic ways
of designing such methods: mixed (or blended) RANS–LES methods, which use one velocity equation in conjunction with a
combination of RANS and LES stresses at every point, and non-mixed methods, which use one velocity equation in conjunc-
tion with either a RANS or LES stress at every point depending on a local criterion that varies smoothly in space. Distributed
methods, which have the advantages of being independent of the problems introduced by interfaces, were developed in a
variety of alternative ways. Mixed RANS–LES methods were presented, for example, by Speziale [59], Germano [29] and Giri-
maji [32]. Applications of Speziale’s flow simulation methodology can be found in [60–62], applications of Germano’s hybrid
filtering approach can be found in Sánchez-Rocha and Menon [34], Sagaut and Germano [63], Rajamani and Kim [64], Fadai-
Ghotbi et al. [65], Sánchez-Rocha and Menon [66], and applications of Girimaji’s Partially Averaged Navier–Stokes (PANS)
equations approach can be found in [67–74]. Non-mixed RANS–LES methods were developed by Heinz on the basis of the
mean velocity equation [21] and on the more general basis of stochastic turbulence models [33]. Only preliminary applica-
tions of Heinz’s model were reported so far [75,76]. De Langhe et al. [30] used a corresponding formulation of the velocity
equation in conjunction with the application of renormalization group theory for the calculation of the subgrid-scale (SGS)
viscosity. Applications of the approach of De Langhe et al. [30] were reported by De Langhe et al. [31,77,78].
3. A unified RANS–LES model

The discussion in the preceding section shows that there is a variety of possibilities to design hybrid RANS–LES methods.
Apart from that, many of these methods can be used in several ways, e.g., depending on how the stresses Dij ¼ kFij[eS L0=k1=2,eX L0=k1=2] are combined. For example, it is possible to transition from LES to RANS by matching the RANS and LES stresses Dij,
or the coefficients L0k1=2 (turbulent viscosities) of eS and eX, or the length scales L0, or the time scales L0=k1=2. So how is it
possible to determine the most appropriate hybrid RANS–LES method?.

A basis for addressing this question is given by the general properties of fluid flow equations. The simplest way to see
these properties is to consider molecular motion equations [79,33] that imply the Navier–Stokes equations (see, e.g., Eq.
(2.9b) in Ref. [33]). These equations are characterized by the following: they represent a realizable fluid flow model that
is supported by a proven theory, and the fluid model involves two ingredients: (a) a model for the evolution of velocities
in a nondimensional time defined in terms of a characteristic time scale, and (b) a model for the characteristic time scale
used to define the nondimensional time. An optimal hybrid RANS–LES model should reflect these fundamental properties
of fluid flow equations and have the following properties P1, P2, and P3:

P1: The hybrid RANS–LES model is supported by a proven theory and realizable.
P2: Scale information enters the hybrid model only via the time scale model.
P3: The model for the time scale describes continuous variations between the RANS and LES scale.

Property P1 is relevant to the understanding of the range of applicability of simulation methods. Realizability was proven
to represent a valuable guiding principle for turbulence modeling [2,80–83]. Therefore, an optimal hybrid RANS–LES model
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should satisfy the property P1. An optimal hybrid RANS–LES model should reflect the relevant property of RANS and LES
equations to involve the same velocity model, i.e., the hybrid model should satisfy the property P2. In this way, an optimal
hybrid model minimizes the use of modeling assumptions, which are focused on the explanation of time scale variations. The
design of a hybrid RANS–LES model then requires that the transition between RANS and LES equations is controlled by a
model for the characteristic time scale. An optimal hybrid model will involve a time scale model that describes continuous
variations between the RANS and LES scale, which corresponds to property P3. A model that has this property enables sim-
ulations without discontinuities or jumps of mean velocity profiles near interfaces. A combination of velocity and time scale
models that have the properties P2 and P3 represents a unified turbulence model because it combines on velocity model
with a unified time scale formulation that covers both the RANS and LES scale.

Most hybrid RANS–LES methods described in Section 2 do not satisfy all the properties P1–P3. For example, many hybrid
methods are based on ad hoc assumptions, which means there is no underlying theory that can explain the structure of equa-
tions applied. It is then unclear, for example, in which way such models can be extended to nonlinear stress models. Many
methods do also not satisfy the properties P2 and P3 because scale variations are not only covered by variations of one scale-
determining time scale, which corresponds to the use of different velocity models in RANS and LES limits. The purpose here is
not to provide an analysis of properties of all available hybrid RANS–LES models. Instead, the goal is to show that the unified
models derived by Heinz [33] on the basis of stochastic analysis satisfy the properties P1–P3, and to further investgate the
suitability of these models.

3.1. A unified RANS–LES model

Heinz’s unified model [33] was developed as a model for the evolution of the probability density function (PDF) of tur-
bulent velocities. Incompressible flow is considered again (the compressible formulation can be found elsewhere [33]). The
unified model enables the derivation of transport equations for all the moments of the PDF. The model does exactly repro-
duce the incompressibility constraint @ eUk=@xk ¼ 0 and the conservation of momentum Eq. (1). For the stress tensor, which
appears as an unknown in the momentum equation, the PDF model implies the equation
eDDijeDt

þ @Tkij

@xk
¼ �Dik

@ eUj

@xk
� Djk

@ eUi

@xk
� 2

sL
Dij �

co

3
Dkkdij

� �
: ð2Þ
Here, Tijk is the triple correlation tensor of velocity fluctuations, sL is the Lagrangian relaxation time scale of turbulent veloc-
ity fluctuations, and co is a model constant. For the following discussion it is helpful to rewrite Eq. (2) for Dij in terms of equa-
tions for the turbulent kinetic energy k ¼ Dnn=2 and standardized anisotropy tensor dij ¼ ðDij � 2kdij=3Þ=ð2kÞ. These equations
are given by [33]
eDkeDt

þ 1
2
@Tknn

@xk
þ 2kdkn

@ eUn

@xk
¼ �2ð1� coÞk

sL
; ð3Þ

eDdijeDt
þ 1

2k
@ðTkij � Tknndij=3Þ

@xk
þ dij

k

eDkeDt
þ dik

@ eUi

@xk
� 2

3
dkn

@ eUn

@xk
dij ¼ �

2
sL

dij �
2
3
eSij: ð4Þ
These equations can be used to derive a consistent hierarchy of deterministic models, which is helpful for working with mod-
els that are chosen according to the complexity of the flow considered. One option of using Eqs. (1), (3), and (4) is to close
these equations by a model for the triple correlation Tijk, which is implied by the PDF transport equation considered [21,84].
A second option is to reduce the computational effort significantly by using Eq. (4) for the development of an algebraic model
for the stress Dij. A first-order approximation for Dij can be obtained by neglecting the left-hand side terms in Eq. (4), which
results in dij ¼ �eSijsL=3. The latter expression implies that Dij is found in the first order of approximation as
Dij ¼
2
3

kdij � 2mt
eSij; ð5Þ
where the turbulent viscosity mt is given by mt ¼ ksL=3. A second-order approximation for Dij can be obtained by neglecting
the transport terms (the first three terms) and using the first-order approximation dij ¼ �eSijsL=3 to replace dij in the produc-
tion terms on the left-hand side of Eq. (4) [33]. However, such a quadratic stress model will be not considered here because
the focus of this paper is on the analysis of fundamental properties of unified RANS–LES models.

The model obtained satisfies the properties P1–P3 of an optimal hybrid RANS–LES model. The model satisfies the property
P1. The stress model is implied by the underlying stochastic turbulence model, which is well supported [33]. Realizability is
guaranteed in the sense that these equations are derived as a consequence of a realizable stochastic turbulence model. A
further discussion of the realizability problem is given in Section 6.1. Property P2 is also satisfied: RANS and LES equations
have the same structure. The only difference is given by the specification of the time scale sL applied. Property P3 can be
satisfied by defining the time scale in the following way [33],
sL ¼ minðsLES
L ; sRANS

L Þ: ð6Þ
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Here, sLES
L and sRANS

L represent typical time scales used in LES and RANS approaches. According to this definition, Eq. (1) com-
bined with Eq. (2) (or Eq. (5)) represents a usual LES or RANS equation depending on whether sLES

L is smaller than sRANS
L or not,

respectively. The model (6) represents the simplest possible model for sL. The validity of this assumption will be shown in
Section 5.2. It is worth noting that this unification approach is more general than the unification of mean velocity equations
[21,30]: by focusing the unification of methods on the scale-determining variable sL, the unification provides a hierarchy of
deterministic models.

3.2. RANS–LES coupling approaches

The use of the time scale relation sL ¼ minðsLES
L ; sRANS

L Þ requires the definition of sLES
L and sRANS

L . Eqs. (1) and (2) represent
pure LES equations if the time scale sL is a linear function of the filter width D,
sLES
L ¼ ‘�sLES; ð7Þ
where ‘� ¼ ð1� 0:5Þ=3 and sLES ¼ D=k1=2, see [21]. On the other hand, Eqs. (1) and (2) represent pure RANS equations if sL is
given by
sRANS
L ¼ 2ð1� coÞsRANS; ð8Þ
where sRANS represents the dissipation time scale of turbulence. The validity of the latter relation can be seen by using Eq. (8)
in Eq. (3), which shows that the last term in Eq. (3) represents the negative dissipation rate. The model parameter co varies
slightly depending on whether Eqs. (1) and (2) are used as LES or RANS equations. For the LES regime we have
co ¼ 19=27 � 0:7, and for the RANS regime we have co ¼ 0:83� 0:07, see [33]. The simulation results reported below show
that the influence of such minor co variations is negligible. In conjunction with a theoretical reasoning [33], it is, therefore,
well justified to set ‘� ¼ 2ð1� coÞ. The use of the standard value ‘� ¼ 1=3 would imply co ¼ 5=6 � 0:83, which corresponds to
the standard RANS value of co. Hence, sRANS

L can be written
sRANS
L ¼ ‘�sRANS: ð9Þ
The application of this relation requires the definition of sRANS. This question can be conveniently addressed by considering
an equation for the turbulence frequence x, which determines sRANS via the definition sRANS ¼ 1=x. The usual structure of the
x equation is given by
eDxeDt

¼ F S2; k;x; m; mt

h i
; ð10Þ
see, for example, Eq. (16). Here, F refers to a functional of S2 ¼ 2eSnk
eSnk; k;x; m, and mt , and the gradients of these variables in

space. The turbulent viscosity mt ¼ ksL=3 in Eq. (10) involves the time scale sL, which switches between the LES and RANS
regimes. Instead of using Eq. (10) it would be possible to replace mt in (10) by the RANS limit mRANS

t in order to ensure that
the x equation provides the RANS time scale sRANS ¼ 1=x. However, there is no difference between this option and Eq.
(10): x is used in the unified approach only if sL ¼ sRANS

L , and in that case we apply mt ¼ mRANS
t in Eq. (10).

According to Eq. (6) combined with (7) and (9), the unified time scale sL is given by
sL ¼ ‘�minðDk�1=2
; sRANSÞ ¼ ‘�minðD; LÞk�1=2

; ð11Þ
where the characteristic length scale L ¼ k1=2sRANS of turbulence is introduced. It is relevant to note that L is not equal to the
characteristic RANS length scale of large scale turbulence because the turbulent kinetic energy k is provided through the uni-
fied RANS–LES simulation. Relation (11) can be used in several ways that correspond to different coupling methods of RANS
and LES equations. These coupling options will be discussed in the following three paragraphs and validated in Section 5.

A first approach, the exact coupling (EC) approach, is given by providing sRANS in sL ¼ ‘�minðDk�1=2
; sRANSÞ by a pure RANS

approach as described above. The RANS simulation is performed prior to the unified RANS–LES simulation so that the dis-
sipation time scale sRANS is unaffected by LES. The turbulent kinetic energy k in sL ¼ ‘�minðDk�1=2

; sRANSÞ is provided through
the unified RANS–LES simulation. This coupling approach corresponds to the idea of providing the strict RANS limit for sL. Its
disadvantage is the need to do a RANS simulation in addition to the unified RANS–LES simulation and to store the resulting
sRANS data.

A second approach, the dynamic coupling (DC) approach, is given by providing sRANS and k in the relation
sL ¼ ‘�minðDk�1=2

; sRANSÞ by the unified RANS–LES simulation, which means sRANS is provided via Eq. (10) which obtains
the required input from the unified RANS–LES simulation. This coupling approach corresponds to the idea of calculating
the transition between RANS and LES regions dynamically as part of the unified RANS–LES simulation. This option is very
attractive because it avoids the need for a separate RANS simulation, and it provides results that are (compared to the EC
coupling approach) less affected by shortcomings of the RANS method applied (which are often not fully known). Thus, this
option is well appropriate to study complex flows for which RANS models have not been validated or are known to fail. This
coupling method has been successfully applied on the basis of the model of [31] to the prediction of turbulent swirling flows.

A third approach, the fixed coupling (FC) approach, is given by providing L in sL ¼ ‘�minðD; LÞ=k1=2 by a pure RANS ap-
proach prior to the unified RANS–LES simulation, whereas the denominator k1=2 is obtained via the unified RANS–LES
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method. This approach recovers the correct LES limit sLES
L ¼ Dk�1=2 of sL, and it provides a RANS limit sRANS

L ¼ ‘�L=k1=2. The
latter limit approximates the exact RANS limit by the assumption that k1=2 provided by the unified model in the RANS region
corresponds to k1=2 provided by the pure RANS method. This coupling approach corresponds to the idea of fixing the transition
between RANS and LES regions prior to the simulation, which may be helpful for certain flows [26]. The disadvantage of this
option is the need to do a RANS simulation in addition to the unified RANS–LES simulation and to store the resulting data.

3.3. Linear unified RANS–LES model

Next, the model applied in the following will be fully specified. The model described in this subsection will be referred to
as linear unified model (LUM). The flow is described by the incompressibility condition @ eUk=@xk ¼ 0 and the velocity
equation
eD eUieDt
¼ � @ð ph i=qþ 2k=3Þ

@xi
þ 2

@ðmþ mtÞeSik

@xk
: ð12Þ
The turbulent viscosity is given by mt ¼ ksL=3, and the turbulent kinetic energy equation reads according Eq. (3)
eDkeDt
¼ �1

2
@Tknn

@xk
þ 2

ksL

3
eSnk

@ eUn

@xk
� 2ð1� coÞk

sL
¼ �1

2
@Tknn

@xk
þ 2mt

eSnk
eSnk �

2ð1� coÞk
sL

; ð13Þ
where dij ¼ �eSijsL=3; mt ¼ ksL=3, and the definition of eSnk are used. This equation requires a model for the triple correlation.
Such a model is given by
Tknn ¼ �2ðmþ mtÞ
@k
@xk

: ð14Þ
The structure of this expression can be derived as a consequence of the transport equation for triple correlations, which is
implied by the PDF transport equation considered [21]. This expression is extended here by the consideration of the kine-
matic viscosity m. By using S2 ¼ 2eSnk

eSnk we can write the turbulent kinetic energy equation as
eDkeDt
¼ @

@xk
ðmþ mtÞ

@k
@xk

� �
þ mtS

2 � 2ð1� coÞk
sL

: ð15Þ
The calculation of the time scale sL requires the calculation of sRANS ¼ 1=x. To determine x we specify the general x Eq. (10)
by using the model of [85],
eDxeDt

¼ Cx1
x
k

mtS
2 � Cx2

Ck
x2 þ @

@xj
mþ mt

rx

� �
@x
@xj

� �
þ Cx

k
ðmþ mtÞ

@k
@xj

@x
@xj

: ð16Þ
Here, Cx1; Cx2; Cx, and rx are model constants that have the values
Cx1 ¼ 0:49; Cx2 ¼ 0:072; Ck ¼ 0:09; Cx ¼ 1:1; rx ¼ 1:8: ð17Þ
The comparison with the RANS limit mRANS
t ¼ ‘�ksRANS=3 of mt used in Eqs. (15) and (16) with the RANS viscosity mRANS

t ¼ Ckk=x
used in the model of [85] reveals the consistency constraint
‘� ¼ 3Ck: ð18Þ
Hence, the use of Ck ¼ 0:09 corresponds to ‘� ¼ 0:27, which is close to the standard value ‘� ¼ 1=3 for ‘�, see [21]. When the
x equation is integrated through the viscous sublayer (yþ 6 5), numerical errors can distort the velocity profiles in the vis-
cous sublayer and the log layer [19]. To avoid this problem, the value of x at the first grid point is set explicitly using the
following expression [86]
x ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m
y2

� �2

þ C0:75
k k0:5

jy

 !2
vuut ; ð19Þ
where j ¼ 0:41. The resulting expression for x2 represents a combination of two terms which are used in conjunction with
models that integrate to the wall (first-term) and that apply a wall function (second-term). Correspondingly, the use of Eq.
(19) allows the first grid point to be located in the viscous sublayer, in the buffer layer, or in the log law region.

The turbulent viscosity mt ¼ ksL=3 derived above does not account for the damping effect of walls on turbulent quantities.
This effect can be taken into account by using a modified turbulent viscosity mt� defined by
mt� ¼ flmt : ð20Þ
The damping function fl used in this relation is defined by
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fl ¼ 0:09þ 0:91þ 1
Re3

t

 !
1� e� Ret=25ð Þ2:75
� �

: ð21Þ
The turbulence Reynolds number is given here by Ret ¼ mt=m. The turbulent viscosity mt in Eqs. (20) and (21) refers to the use
of the RANS viscosity mRANS

t ¼ ‘�ksRANS=3 or LES viscosity mLES
t ¼ ‘�ksLES=3 depending on whether sRANS or sLES is used. The RANS

mode of the damping function (21) ensures the correct scaling Oðy3Þ of the turbulent viscosity in the near-wall region: by
using a Taylor series expansion [19,85] we find mRANS

t � Oðy4Þ and f RANS
l � Oð1=yÞ. The damping function (21) was suggested

by Bredberg [85] to improve the agreement between RANS simulations and channel flow DNS. This damping function model
has been tested by several benchmark and complex flow simulations [87]. The use of Eq. (21) in the LES mode, which is sug-
gested here, is a natural choice for the unified RANS–LES modeling approach. The reason for this choice is that it provides a
smooth variation of the damping function through the RANS–LES interface if the interface is located relatively close to the
wall such that the damping function affects both, RANS and LES regions. The suitability of using Eq. (21) in the LES mode was
proven by simulations in which Eq. (21) was only applied in the RANS region (i.e., fl ¼ 1 in the LES region). Such simulations
(not shown) revealed significant shortcomings compared to simulations in which Eq. (21) was used for both RANS and LES
regions.
4. Numerical method

A sketch of the computational domain is shown in Fig. 1. The domain size (Lx � Ly � Lz) depends on the friction Reynolds
number Res ¼ usd=m. Here, us ¼

ffiffiffiffiffiffiffiffiffiffiffi
sw=q

p
is the friction velocity, sw is the wall shear stress, d is the half channel width, and m is

the kinematic viscosity. The unified simulations were performed using the same code, whereas the DNS simulations were
performed using a different code.

DNS calculations have been performed using an incompressible Navier–Stokes solver [88,89]. The algorithm employs
spectral discretization (Fourier modes along the periodic directions and Chebyshev polynomials along the wall normal direc-
tion) for the spatial derivatives. The convection term was formulated in the skew-symmetric form to avoid aliasing errors. It
has been computed explicitly. The viscous term was treated implicitly. Time marching was performed using a fourth-order
backward difference scheme. The pressure gradient that drives the flow in the channel has been adjusted dynamically to
maintain a constant mass flow rate. Periodic boundary conditions were employed along the streamwise (x) and spanwise
(z) direction while a no slip boundary condition has been employed along the wall normal direction (y). The time step
was modified dynamically to ensure a constant CFL number of 0:5. The total time of simulation was t ¼ 320d=us. A time per-
iod of approximately t ¼ 100d=us was used for the calculation of the flow development. The statistics were then taken over a
time period t ¼ 220d=us. The DNS computations were performed using the spectral code for Res ¼ 395 corresponding to a
Reynolds number Re ¼ UbLy=m ¼ 13350, where Ub refers to the bulk velocity. The domain size was 2p � 2 � p, and the grid
applied was 256 � 193 � 192 [90]. The results of these DNS were proven to agree very well with the corresponding DNS re-
sults of [90].

The unified RANS–LES model has been implemented in the OpenFOAM CFD Toolbox [86]. The calculations have been per-
formed using a finite-volume based method with the numerical grid being used as the LES filter. The convection term was
discretized using a second-order central difference scheme in the momentum equation and a bounded second-order central
difference scheme in the turbulence transport equations to ensure a stable solution. All other terms were discretized using a
second-order central difference scheme. The pressure gradient that drives the flow in the channel has been adjusted dynam-
ically to maintain a constant mass flow rate. PISO algorithm was used for the pressure–velocity coupling [91]. The resulting
algebraic equations for all the flow variables except the pressure have been solved iteratively using a preconditioned
Fig. 1. Problem setup: The domain size is chosen according to the Reynolds number considered.
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biconjugate gradient method with a diagonally incomplete LU preconditioning at each time step. The Poisson equation for
the pressure was solved using an algebraic multigrid (AMG) solver. When the scaled residual became less than 10�6, the
algebraic equations were considered to be converged. Time marching was performed using a second-order backward differ-
ence scheme. The time step was modified dynamically to ensure a constant CFL number of 0:5. Periodic boundary conditions
have been employed along the streamwise and spanwise directions for all the flow variables. Along the wall normal direc-
tion, a no slip boundary condition was used for velocity and the modeled turbulent kinetic energy was set to zero. For x, Eq.
(19) was used at the first near-wall grid point as the boundary condition. Unified RANS–LES simulations have been per-
formed at a variety of friction Reynolds numbers Res with domain sizes specified in Table 1. Details about the grids applied
(including the normalized Dxþ; Dzþ; Dyþ values) are given in Table 2. A simulation time t ¼ 100d=us was used to eliminate
the effect of the initial conditions. Statistics were then taken over at least t ¼ 220d=us.

The results reported in the following sections require the calculation of different ensemble averaged and filtered vari-
ables. The calculation of these variables from DNS data is explained here. The ensemble mean Fh ie of any variable F is cal-
culated by
Fh ie ¼
1

NtNxNz

XNt

i¼1

XNx

j¼1

XNz

k¼1

Fijkðx; y; z; tÞ: ð22Þ
Here, Nt is the number of temporal samples used for the averaging, and Nx and Nz are the number of points in the streamwise
and spanwise directions, respectively. For Nt ¼ 1, the ensemble averaging involved a sample size of 256 � 192 ¼ 49,152 ta-
ken in x and z directions at every wall-normal location considered in the a priori analysis. For this sample size, the statistical
error of predictions is below 0:9% [84]. Hence, all the analyses were performed by setting Nt ¼ 1. The ensemble mean of the
instantaneous velocity field was calculated using Eq. (22). The ensemble means of the turbulent kinetic energy and dissipa-
tion rate were calculated from the ensemble mean of the velocity and its gradients using the expressions
kRANS ¼ 0:5 UiUih ie � Uih ie Uih ie½ �; �RANS ¼ 2m SijSij
	 


e � Sij
	 


e Sij
	 


e

� �
: ð23Þ
Assuming a box filter, the filtered value eF of any variable F is calculated by
eF ðx; y; z; tÞ ¼ 1
DxDz

Z xþDx=2

x�Dx=2

Z zþDz=2

z�Dz=2
Fðx; y; z; tÞdxdz: ð24Þ
The trapezoidal rule is used for the integration. The integration is not performed along the wall-normal direction because of
the non-uniformity of the grid (filtering and differentiation operators do not commute and this introduces numerical errors
[2]. This approach of filtering only in the homogenous directions is usually applied for performing a priori studies [5–7,92–
94]. The magnitude of the streamwise and spanwise spacing Dx and Dz was varied in the following way: DDNS

x 6 Dx 6 20DDNS
x

and DDNS
z 6 Dz 6 20DDNS

z , respectively. The filtered velocity field was calculated using Eq. (24). The kinetic energy and dissi-
pation rate are calculated from the filtered instantaneous velocity field eU and its gradient as follows,
k ¼ 0:5ðgUiUi �fUi
fUiÞ; � ¼ 2mðgSijSij �fSij

fSijÞ: ð25Þ
It is worth noting that k and � obtained in this way represent unified variables: depending on the filter width applied they
range from LES variables to RANS variables. All the results shown below have been averaged along the homogeneous
directions.

5. A priori analysis of coupling approaches

The unification of RANS and LES equations was achieved in Section 3.2 by defining the unified time scale as
sL ¼ ‘�minðsLES; sRANSÞ. This assumption leads to three relevant questions. The first question is how the filter width D in
sLES ¼ D=k1=2 should be defined. According to sL ¼ ‘�minðsLES; sRANSÞ, the filter width D determines the location of the
RANS–LES interface, which has a significant effect on the predictions of the unified model. The second question is about
Table 1
Domain sizes for the friction Reynolds number cases considered. The domain sizes are chosen to match DNS. For the
Res ¼ 180� 590 cases, the domain sizes were taken from [90]. For Res ¼ 950 and Res ¼ 2000, the domain sizes were
taken from [99]. The domain sizes for the higher Reynolds number cases were set equal to the Res ¼ 2000 case.

Res Re ¼ UbLy=m Domain size

180 5640 4=3p � 2 � 4p
395 13,600 2p � 2 � p
590 21,700 2p � 2 � p
950 37,300 8p � 2 � 3p

2000 90,000 8p � 2 � 3p
5000 246,500 8p � 2 � 3p

10,000 542,000 8p � 2 � 3p



Table 2
Grid nomenclature. The first four grids are used for a priori analyses: F, R, and C refer to fine, regular, and coarse LES grids, respectively, and RANS refers to a
RANS grid. The remaining grids are used for a posteriori analyses (unified simulations). FLES refers to a fine LES grid, and VFLES refers to a very fine LES grid. The
notation VVVC, VVC and VC refers to very very very coarse, very very coarse, and very coarse LES grids. The first eleven normalized Dxþ; Dzþ; Dyþ values apply
to the Res ¼ 395 case, the last values apply to the Res ¼ 5000 case.

Number Grid name Grid size Dxþ Dzþ Dyþ(min–max)

1. DNS–F 128� 193� 96 20 13 0.029–4.81
2. DNS–R 64� 193� 48 40 26 0.029–4.81
3. DNS–C 32� 193� 24 80 52 0.029–4.81
4. DNS–RANS 8� 193� 4 320 312 0.029–4.81
5. RANS 2� 64� 2 1280 624 1.55–15.23
6. VVVCLES 4� 64� 4 640 312 1.55–15.23
7. VVCLES 8� 64� 8 320 156 1.55–15.23
8. VCLES 16� 64� 16 160 78 1.55–15.23
9. CLES 32� 64� 32 80 39 1.55–15.23

10. LES 64� 64� 64 40 19.5 1.55–15.23
11. FLES 64� 100� 64 40 19.5 0.45–12.45
12. VFLES 128� 150� 64 245 245 1.9–270
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the suitability of switching between RANS and LES according to the definition sL ¼ ‘�minðsLES; sRANSÞ. The latter choice is the
simplest possible assumption, and the question is whether other ways for performing the transition between RANS and LES
are more appropriate. The third question is about the most appropriate way to provide sRANS, which is the question about the
most appropriate coupling approach. This question definitely has an influence on the computational efficiency, see the dis-
cussion of coupling approaches and their computational consequences in Section 3.2. These three questions will be ad-
dressed in the following three subsections, respectively. The instantaneous data required for this analysis were taken
from the DNS performed for the Res ¼ 395 case. Such simulations are computationally efficient and sufficient for signifi-
cantly reducing the influence of Reynolds number effects.

5.1. Choice of filter width

A variety of definitions of the filter width have been used for hybrid RANS–LES simulations on structured grids: the geo-
metric mean of a cell, D ¼ ðDxDyDzÞ1=3 [2], the smallest side of a cell, D ¼minðDx;Dy;DzÞ [37], the maximum area of cell faces,
D ¼ ðmaxðDxDy;DxDz;DyDzÞÞ1=2 [95], and the large side of a cell, D ¼maxðDx;Dy;DzÞ [52]. An advantage of the geometric mean
and face area filter width is that these filters can be used in a straightforward way on unstructured and hybrid grids. To ac-
count for the grid anisotropy, these filter width definitions were considered by multiplying the filter width definition with
the anisotropy function [96]
f ða1; a2Þ ¼ cosh
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 ðlnða1Þ � lnða2ÞÞ2 þ lnða1Þ lnða2Þ
h i.

27
r

: ð26Þ
We use here a1 ¼ D1=maxðDx;Dy;DzÞ and a2 ¼ D2=maxðDx;Dy;DzÞ, where D1 and D2 represent the two cell sides that are
smaller than maxðDx;Dy;DzÞ. The variation of the filter width according to these four choices was calculated by using the
DNS–RANS grid. The results are shown along the wall-normal direction (the grid spacing is constant along the streamwise
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Fig. 2. The variation of the filter width D along the wall-normal direction y for the four filter width definitions.
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and spanwise directions) in Fig. 2. This figure shows that there are significant differences between the filter width defini-
tions. The small side filter gives the minimum value for the filter width, and the large side filter gives the maximum value.
The face area filter width is slightly smaller than the large side filter width, while the geometric mean width has almost the
half of the value of the large side filter width. Such differences will vary with the grid refinement or coarsening. However, the
small side filter width will be not affected because Dy 	 ðDx;DzÞ in wall-bounded flow simulations.

The suitability of different filter width definitions can be studied by considering the corresponding implications for the
LES–RANS transition. By coarsening the grid, the unified method will switch from LES to RANS if the grid becomes very
coarse. For such a very coarse grid, the unified time scale sL ¼ minðsLES

L ; sRANS
L Þ has to provide sRANS

L for all definitions of D,
which requires that sLES > sRANS everywhere in the domain. The LES time scale is always given by sLES ¼ Dk�1=2. We combine
the investigation of this question with the consideration of the suitability of the three coupling approaches discussed in Sec-
tion 3.2, this means the RANS time scale will be defined as
τR
AN

S  / 
τR

AN
S

(a

Fig. 3.
couplin
sRANS
EC ¼ kRANS

�RANS ; sRANS
DC ¼ k

�
; sRANS

FC ¼ kRANS

�RANS

ffiffiffiffiffiffiffiffiffiffiffi
kRANS

k

s
: ð27Þ
The corresponding values of k and � are defined by the relations (23) and (25). It is worth emphazising that the choice of the
coupling approach may have a significant effect on the definition of sRANS. The latter fact is shown in Fig. 3, which shows
sRANS

DC =sRANS
EC and sRANS

FC =sRANS
EC for four different grids. This figure does also show that both sRANS

DC and sRANS
FC converge to sRANS

EC with
increasing grid coarsening, as required by the definition of these time scales.

The question of whether all filter width definitions satisfy the requirement described in the preceding paragraph will be
considered by using the DNS–RANS grid for which Dx ¼ 20DDNS

x ; Dy ¼ DDNS
y , and Dz ¼ 20DDNS

z . This grid is very coarse along
the streamwise and spanwise directions. As may be seen in Fig. 3, sRANS

DC and sRANS
FC are very close to sRANS

EC . Thus, for this grid,
the unified model should provide the RANS limit everywhere in the domain. The plots of LES and RANS time scales (given in
seconds) for the EC, DC and FC approaches are shown in Fig. 4(a)–(d) for the small side, geometric mean, face area and large
side filter width definitions, respectively. These results show that the small side and geometric filter width definitions are
inappropriate because they cause the LES time scale to be smaller than the RANS time scale. Their use would imply LES re-
gions in the flow field on this very coarse grid, which results in erroneous predictions because LES calculations become inac-
curate on coarse grids. Regarding the large side filter, the requirement sLES > sRANS is satisfied by all the coupling approaches,
but for the face area filter, sLES > sRANS is not satisfied for the FC approach. Consequently, the large side filter will be applied in
the following. This approach is also well appropriate for comparisons with other hybrid RANS–LES methods like DES, which
usually apply the large side filter [26].
5.2. Choice of transfer function

In Section 3.2 we introduced the model sL ¼ ‘�minðRs;1ÞsRANS for the unified time scale, where we introduced the time
scale ratio Rs ¼ sLES=sRANS. Here, sLES ¼ Dk�1=2, and the definition of sRANS depends on the coupling approach applied (see Sec-
tion 3.2). The model sL ¼ ‘�minðRs;1ÞsRANS is the simplest possible choice, so let us have a closer look at its suitability. For
doing this we rewrite the time scale model in the following way. The last term in Eq. (13) shows that the unified dissipation
rate is given by � ¼ ‘�k=sL, where ‘� ¼ 2ð1� coÞ is used. Hence, the unified Lagrangian time scale is given by sL ¼ ‘�s, where
s ¼ k=� represents the unified dissipation time scale. Correspondingly, the unified time scale model sL ¼ ‘�minðRs;1ÞsRANS
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Fig. 4. A priori analysis results for RANS and LES time scales obtained for the EC, DC, and FC coupling approaches on the DNS–RANS grid. The following filter
width definitions are applied: (a) Small side filter, (b) Geometric mean filter, (c) Face area filter, and (d) Large side filter.
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implies that s ¼ minðRs;1ÞsRANS. By introducing the transfer function TðRsÞ ¼ s=sRANS, the claim made in Section 3.2 is that we
can use the model TðRsÞ ¼ minðRs;1Þ for the transfer function.

The claim TðRsÞ ¼ minðRs;1Þ can be proven by comparing TðRsÞ models with DNS calculations of TðRsÞ. Due to its defini-
tion TðRsÞ ¼ s=sRANS, the transfer function can be calculated from DNS data by the expression
TðRsÞ ¼
k=�

kRANS=�RANS
: ð28Þ
The values of kRANS and �RANS follow from the relations (23), and the values of k and � follow from the relations (25). A rea-
sonable model for the transfer function TðRsÞ is given by [33]
TðRsÞ ¼
1
2

Rs �
k
2

ln
coshðð1� RsÞ=kÞ

coshð1=kÞ

� �
: ð29Þ
In difference to the expression TðRsÞ ¼ minðRs;1Þ used before, this model provides a smooth transition between Rs and one.
For k = 0, we find that TðRsÞ ¼ minðRs;1Þ. The suitability of this model and the optimal setting of the smoothing parameter k
will be considered in the following regarding the EC, DC, and FC coupling approaches. Hence, the model function (29) will be
considered in dependence on Rs ¼ sLES=sRANS

EC ; Rs ¼ sLES=sRANS
DC , and Rs ¼ sLES=sRANS

FC for the EC, DC, and FC coupling approaches,
respectively. Here, the RANS time scales involved are calculated according to the relations (27).
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The comparison between the exact transfer function (28) and model transfer function (29) is shown in the Figs. 5–7 for
the EC, DC, and FC approach, respectively. The model transfer function (29) is plotted for three different k values (0, 0.25, and
0.5). It can be seen that the model transfer function of all three coupling approaches provides for the different values of k a
good model for the exact transfer function. To determine an optimal value of k, the error between the exact and model trans-
fer functions is shown in Figs. 5–7 regarding the DNS-C grid, which is typically used for channel flow simulation with hybrid
RANS–LES methods. The error was calculated as
Ek ¼ 100

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

i¼1

ðTE
i � TM

i Þ
2

vuut , ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

i¼1

ðTE
i Þ

2

vuut ; ð30Þ
where TE
i and TM

i refer to the exact and model transfer function values, respectively, at the grid point considered. For the EC,
DC, and FC coupling approaches the error was found to be minimal for k ¼ ð0:23;0:2;0:2Þ, respectively. The differences be-
tween the use of the latter k values and the use of k ¼ 0 were found to be negligible in simulations: the effects on the mean
velocity and stresses were below 0:02%. Thus, all further simulations have been performed for k ¼ 0.
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5.3. Choice of coupling approach

The third question addressed in this section concerns the suitability of coupling approaches. Fig. 8 shows the RANS time
scales for the three coupling approaches considered on four different grids: DNS-F, DNS-R, DNS-C and DNS–RANS. The cor-
responding LES time scales are also shown for a comparison. It may be seen that sRANS

EC is unaffected by the grid applied, as
required by the definition of this time scale. Regarding sRANS

DC we observe minor variations with the grid, whereas sRANS
FC is

strongly affected by the grid. This fact indicates that the use of the FC coupling approach is less appropriate than the use
of the EC and DC coupling approaches.

Further insight into this question can be obtained by considering the transfer function TðRsÞ ¼ minðRs;1Þ for the three
coupling approaches on the grids considered in Fig. 8. The corresponding plots are presented in Fig. 9. The value of the trans-
fer function shows in which flow regions RANS and LES are applied: RANS simulations are performed if T ¼ 1, and LES is per-
formed for T < 1. It may be seen that (outside the viscous region) there is no difference between the coupling approaches for
the DNS–F and DNS–RANS grids: all coupling approaches correspond to LES and RANS simulations, respectively. Differences
between the coupling approaches may be seen for the DNS–R and DNS–C grids, for which all coupling approaches involve
both RANS and LES regions. As required, the RANS region becomes more extended with a growing grid coarsening. A relevant
conclusion is that the DC approach provides the largest RANS region among the coupling approaches. This is a desired feature
because previous studies with hybrid RANS–LES models showed that the simulation results improve with a growing distance
of the RANS–LES interface from the wall [55]. Correspondingly, the DC coupling approach will be used below.

6. A posteriori analysis of model properties

In the last paragraph of Section 3.1 it was argued that the unified RANS–LES model presented here satisfies the properties
P1–P3 of an optimal hybrid RANS–LES model, which were formulated in the beginning of Section 3. Some specific questions
related to these model properties will be addressed in the following. These analyses were performed by applying the LUM in
simulations at Res ¼ 395.

6.1. Realizability

The conclusion obtained in Section 3 that the LUM satisfies the realizability constraint is a consequence of the fact that
the RANS–LES equations were derived as a consequence of a realizable stochastic turbulence model. However, there is also
another notion of realizability focusing directly on the properties of the stress tensor. This realizability condition requires
that the stress tensor is non-negative definite, as required by its definition. According to Schumann [82], the Reynolds stress
tensor satisfies this condition if the three principal invariants I1 ¼ Dii; I2 ¼ DiiDjj � Dij


 �2 and I3 ¼ detðDijÞ of the stress tensor
have non-negative values. Vreman et al. [80] considered the same question regarding the SGS stress tensor. They showed
that the SGS stress tensor has to satisfy the same realizability conditions as the Reynolds stress tensor. In addition, the
non-negativeness of the spatial filter function, Gð~rÞP 0, for all ~r was found to be required to ensure the realizability of
SGS stress tensor. It is worth noting that the derivation of turbulence models from an underlying stochastic model in general
cannot ensure that the stress tensor is non-negative definite. Apart from that, the use of empirical damping functions in the
near-wall region and numerical errors in simulations may imply that the model is non-realizable [97].
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Fig. 8. A priori analysis results for RANS and LES time scales obtained for the EC, DC, and FC coupling approaches on different grids: (a) DNS–F grid, (b) DNS–
R grid, (c) DNS–C grid, and (d) DNS–RANS grid.
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The realizability of the LUM was investigated over a wide range of grid sizes by calculating the three principal invariants
I1; I2, and I3 of the unified stress tensor. The calculation followed the analysis of [97]. For each simulation, ten time steps
were selected at instants well separated in time (the time interval was 100d=us) so that they can be considered to be sta-
tistically independent. The principal invariants I1; I2, and I3 were calculated as averages over these times. The number of grid
points and the percentage of grid points at which the realizability conditions were violated are shown in Table 3 for the dif-
ferent grids considered. Realizability constraint violations were observed only for the VCLES and CLES grids. The values of
invariants were of the order of I1; I2; I3 � �10�9 at the grid points at which the violation occurred. Correspondingly, these
violations are of the order of numerical errors in simulations and not due to the unified model.

6.2. Limits of the unified model

The LUM introduced in Section 3 describes continuous variations between the DNS, LES and RANS scale. After developing
a corresponding computational method for the LUM, the question arises of how the DNS and RANS limits are realized by the
computational method. Regarding the large D limit there is the question of whether the computational method applying the
DC coupling approach results in a RANS method for a large filter width D. Regarding the small D limit there is the question of
how the DNS limit is realized. In particular, there is the question of whether the DNS scaling obtained with the filter width D
defined by the large side filter provides a DNS scaling in consistency with theoretical analyses [98]. These questions about
the limits of the computational method will be addressed here regarding the use of the LUM in simulations.

The transition from DNS to the LES and RANS scales is illustrated in Fig. 10 which shows the ratio rk ¼ k=ðkþ kresÞ of the
modeled turbulent kinetic energy to the total kinetic energy along the wall-normal direction, where kres refers to the resolved
turbulent kinetic energy. Hence, the DNS limit (rk ¼ 0) and RANS limit (rk ¼ 1) are obtained everywhere in the domain if the



Table 3
Realizability analysis of the linear unified stress tensor for the Res ¼ 395 case. I1; I2, and I3 refer to the three principal invariants of the turbulent stress tensor
(see Section 6.1). The grids considered are defined in Table 1. At a given grid point, a violation refers to the occurrence of a negative value of an invariant.

Grid I1 violation I2 violation I3 violation

Number of points Percent Number of points Percent Number of points Percent

RANS 0 0 0 0 0 0
VVVCLES 0 0 0 0 0 0
VVCLES 0 0 0 0 0 0
VCLES 7 0.042 18 0.11 16 0.098
CLES 13 0.02 47 0.072 51 0.078
LES 0 0 0 0 0 0
FLES 0 0 0 0 0 0
VFLES 0 0 0 0 0 0

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

1.2

y

T

EC Approach
DC Approach

FC Approach

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

1.2

y

T

EC Approach
DC Approach

FC Approach

(a) (b)

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

1.2

y

T

EC Approach
DC Approach

FC Approach

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

1.2

y

T

EC Approach
DC Approach

FC Approach

(c) (d)

Fig. 9. A priori analysis results for the transfer function obtained for the EC, DC, and FC coupling approaches on different grids: (a) DNS–F grid, (b) DNS–R
grid, (c) DNS–C grid, and (d) DNS–RANS grid.
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grid is sufficiently fine or coarse, respectively. However, on fine grids there will be a difference between the filtered velocityeUi obtained from the unified simulation and the velocity field Ui obtained from DNS without using any turbulence model.
Correspondingly, on coarse grids there will be a difference between eUi obtained from a unified simulation and the mean
velocity obtained by using a pure RANS model. These differences depend on rk. An empirical expression which provides a
relation between D and rk is a useful tool for the construction of grids for unified simulations. For example, such a relation
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can be used to account for grid requirements in certain flow regions (e.g., to ensure that LES is performed in a transitional
flow region). The variation of the peak value rkp of rk with the filter width D is shown in Fig. 11. Here, rk was calculated as in
Fig. 10 by considering the anisotropy function (26). The value of D refers to the maximum of D provided by the large side
filter without using the anisotropy function. Thus, there is one D value per grid. The following exponential fit is considered to
quantify the variation of rkp with the filter width D,
F

rkp ¼ 1� exp �aDb
� �h i4=b

; ð31Þ
where a and b are model constants. This equation structure ensures that we recover rkp � D4 in the small-D limit in agree-
ment with the corresponding theoretical estimate obtained by [98]. The values of the constants were calculated by minimiz-
ing the error between the rkp values observed in simulations and the corresponding rkp values calculated by means of Eq.
(31). The minimal L2 error was found to be 0:027% for the values a ¼ 4:84 and b ¼ 0:53. The comparison between the sim-
ulation data and the numerical fit (31) is shown in Fig. 11. It can be seen that the empirical fit provides a very good approx-
imation to the data over the entire range of rkp values.
7. A posteriori analysis of model accuracy

The accuracy of the LUM will be investigated in this section. In particular, the performance of the LUM will be compared
with the performance of the DES model [51] and pure LES, and the influence of the RANS model applied as part of the LUM
will be studied. The analyses presented below are organized in the following way. In Section 7.1, LUM results will be
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ig. 11. The dots show the peak value rkp of the rk curves given in Fig. 10 in dependence on the grid applied (D=d). The line shows Eq. (31).
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compared to pure LES and DES results by using DNS data (see also the next paragraph) for the evaluation of the model per-
formance. These comparisons will be performed for the Res ¼ 395 and Res ¼ 2000 cases by using the LES grid. This grid is
usually considered to be appropriate for performing LES at Res ¼ 395 [95], and it is very coarse for simulations at
Res ¼ 2000. The simulation at Res ¼ 395 will demonstrate that the LUM and DES performance is similar to LES on fine grids.
The simulation at Res ¼ 2000 will demonstrate the deficiencies of LES on coarse grids in comparison to hybrid models. To see
the differences between the LUM, DES, and a two-equation hybrid model based on renormalization group (RNG) theory [31],
which will be referred to as renormalization group model (RNGM), we will also present model results obtained on the VFLES
grid for Res ¼ 5000. The domain and resolution of the VFLES grid are chosen in accordance with the DES simulations of Keat-
ing and Piomelli [56] and the RNGM simulations of De Langhe et al. [31]. No LES is performed at this Reynolds number, be-
cause it is computationally too expensive. In Section 7.2, the influence of the RANS model used as ingredient of the LUM will
be considered. This will be done for the Res ¼ 2000 case, which is the highest Reynolds number case for which DNS data are
available for comparisons, by using the LES grid to see the difference to the corresponding comparisons of unified and DES
models. The domain sizes applied for these simulations at different Res are given in Table 1. The grids applied are defined in
Table 2.

DNS data for Res ¼ 395 obtained by using a spectral code, which were proven to agree very well with the corresponding
DNS data of Moser et al.[90], for Res ¼ 590 [90], and for Res ¼ 2000 [99] are used here for comparisons. However, DNS data
are not available for the validation of unified simulations beyond Res ¼ 2000. In order to validate unified simulation results
at higher friction Reynolds numbers, the empirical mean streamwise velocity profile of Reichardt [100] has been often ap-
plied. This relation is given by [100]
U
+  / 

y+

Fig. 12.
case an
Uþ ¼ 1
j

lnð1þ jyþÞ þ 7:8 1� exp � yþ

11

� �
� yþ

11
exp � yþ

3

� �� �
; ð32Þ
where Uþ ¼ eU1=us is the dimensionless mean streamwise velocity. A plot of Uþ=yþ obtained from DNS for different friction
Reynolds numbers is shown in Fig. 12(a). It can be seen that there is a very good agreement between the curves for different
Res. The empirical fit (32) of Reichardt was obtained on the basis of experimental data [100]. To obtain the best possible
agreement between the DNS data shown in Fig. 12a and the profile of Reichardt, we generalize Eq. (32) by the function
Uþ ¼ 1
j

lnð1þ jyþÞ þ A 1� exp � yþ

T1

� �
� yþ

T1
exp � yþ

T2

� �� �p

: ð33Þ
This expression involves the four unknowns A; T1; T2, and p. The values of A and T1 were fixed by the requirement that Eq.
(33) agrees exactly with two points of the Res ¼ 2000 curve given in Fig. 12a. These two points are chosen close to yþ ¼ 10
and yþ ¼ 30, respectively. The values of the constants T2 and p were obtained by minimizing the quadratic error between the
DNS velocity data and the corresponding values provided by Eq. (33). In this way, we found T2 ¼ 4:25 and p ¼ 0:96. The
resulting modified empirical velocity fit is then given by
Uþ ¼ 1
j

lnð1þ jyþÞ þ 7:31 1� exp � yþ

7:87

� �
� yþ

7:87
exp � yþ

4:25

� �� �0:96

: ð34Þ
The plot of the new empirical fit (which will be referred to as Reichardt profile below) is compared with the DNS data in
Fig. 12(b) for the Res ¼ 2000 case. It can be seen that the new fit provides an excellent agreement with the DNS data. The
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L2 norm of the deviations between the Res ¼ 2000 DNS results for the mean velocity and the profile given by Eq. (34) was
found to be smaller than 0:019%.

7.1. Comparisons with LES and DES

Fig. 13 shows a comparison of the mean streamwise velocity and total turbulent kinetic energy obtained with LES, DES,
the LUM and DNS [90] at Res ¼ 395. Both, the mean velocity profiles and total turbulent kinetic energy profiles predicted by
the three models are almost identical. It can thus be concluded that the unified simulation recovers the LES limit if the grid is
sufficiently fine. In comparison to the DNS data, a slight overprediction of the mean velocity starting at yþ � 30 can be ob-
served in all three simulations. The peak of the turbulent kinetic energy profile is also overpredicted in all three simulations.
The use of the wall-normal grid resolution applied in the second-order finite volume method is too coarse to achieve a better
agreement with DNS results [101]. By repeating these simulations by using the FLES grid instead of the LES grid, it was pro-
ven that the overprediction of the mean velocity basically disappears (not shown).

To evaluate the model performances at higher Reynolds numbers, the comparison between the three methods and DNS
data is shown in Fig. 14 for the Res ¼ 2000 case. The results show that LES provides very poor predictions of the mean
streamwise velocity and total turbulent kinetic energy. The mean velocity profile predicted by DES shows a deviation from
the DNS results in the viscous and buffer region and eventually in the log-law region. The unified model predicts the mean
velocity in the viscous and buffer regions in close agreement with DNS. The overprediction of the velocity towards the chan-
nel center is slightly smaller than in the DES results. For the total kinetic energy the LUM provides again improved results as
compared to DES: the peak value is predicted in close agreement with DNS data and the sharp decrease after the peak is
predicted much better by the LUM than by the DES model. It should be noted that the predictions of the DES model could
probably be improved by using empirical modifications, as proposed by Spalart et al. [35].

To understand the reason for the poor performance of LES on a coarse grid, we consider the plot of the total turbulent
kinetic energy for the Res ¼ 2000 case. On a coarse grid, the characteristic length scale L of large turbulence structures is
much smaller than the filter width in the near-wall region. Hence, the use of the filter width as the length scale does not
capture the information contained in the large-scale turbulence structures. The transport equation for k given by Eq. (3) in-
volves two source terms: the turbulence production term P ¼ �Dij@fUj=@xi � f ðDÞ and the turbulent dissipation term �, which
is given in LES by � ¼ k3=2

=D. On coarse grids, the large value of D causes an increase of the turbulence production P and a
decrease of the SGS dissipation �. Thus, the ratio P=� becomes very high in the near wall region, which leads to a significant
increase of the total turbulent kinetic energy. Hence, the use of the filter width as the length scale in the near-wall region is
the reason for the inaccurate predictions of pure LES on coarse grids. The LUM overcomes this problem by modeling the near-
wall region on coarse grids with a RANS method based on a flow dependent length scale, which results in improved predic-
tions of flow statistics in the near-wall region.

The discussion above in this section has shown that both the LUM and DES produce results comparable to LES on fine
grids, and more accurate results than LES on coarse grids. Moreover, a slightly better performance of the LUM could be ob-
served for the higher Res ¼ 2000 case. Both, unified and DES models are designed to be used for high Reynolds number flow
simulations. Therefore, it is interesting to compare the two models for even higher Reynolds numbers than Res ¼ 2000.
Accordingly, additional simulations have been performed with the unified and DES models at a friction Reynolds number
of Res ¼ 5000 by using the VFLES grid. The location of the LES-RANS interface has been shown to affect simulation results
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of DES and hybrid methods [31]. Hence, it is important to have the same interface location when comparing DES and other
hybrid models. The latter was accomplished in the following way. In DES, the location of the interface is determined by
CDESD ¼ y, which defines the switch of the length scale applied according to ed ¼min CDESD; yð Þ. The filter width is calculated
by using the large side filter, such that the value of D is constant throughout the domain and known. The unified simulation
showed that the location of the RANS–LES interface was at yþ � 96, which determines y. The use of the corresponding values
of D and y in CDESD ¼ y then results in CDES ¼ 0:38.

The mean streamwise velocity profiles obtained with the LUM and DES are compared to the empirical profile (34) in
Fig. 15(a). Also shown in this figure are the data of the mean velocity profile obtained by using the RNGM [31], for which
the RANS–LES interface is located at yþ � 100. The mean velocity predicted by the RNGM only agrees with the DNS data
up to yþ � 20. For 20 < yþ < 700, a significant underprediction is observed, and the velocity is overpredicted for
yþ > 700. The LUM and DES results almost identically agree with the Reichardt profile up to the RANS–LES interface location
yþ � 96. Beyond the interface, the LUM results continue to agree well with the Reichardt profile up to yþ ¼ 300, while the
DES results display a mismatch of the velocity in the log-law region, as it was also reported by Keating and Piomelli [56]. This
observed mismatch induces higher errors in the prediction of the skin-friction coefficient Cf ¼ sw=ð0:5qU2

bÞ, where Ub refers
to the bulk velocity. For the simulations considered here, the error ECf ¼ 100 ðCf � Cf ;DeanÞ=Cf ;Dean in the prediction of the skin-
friction coefficient (in comparison with Dean’s empirical skin-friction coefficient Cf ;Dean ¼ 0:073ð2Ubd=mÞ�1=4 obtained from
experiments [102] was found to be �9:8%; �15:5% and 16:5% for the LUM, DES and RNGM models, respectively.

To understand the reason for the improved mean velocity profile and skin-friction coefficient obtained by the LUM, com-
parisons of the Reynolds shear stress (modeled and resolved) and turbulent viscosity obtained from LUM and DES simula-
tions are shown in Fig. 15(b) and (c), respectively. In the RANS region between the wall and the interface, the modeled shear
stress is much larger than the resolved shear stress. Both models have been designed to accurately predict the shear stress in
the RANS mode. Thus, the results obtained from both models are very similar. Beyond the interface location, the modeled
shear stress gradually reduces, while the resolved shear stress increases. Fig. 15(c) shows that the turbulent viscosity ob-
tained from DES is significantly smaller near the interface than the turbulent viscosity obtained from the LUM. This differ-
ence is due to the different methods used to calculate the turbulent viscosity. Because both models predict the same value
for the modeled shear stress Rxy � �hmti@heU1i=@y at the interface but DES predicts a smaller turbulent viscosity,
hmtiDES

< hmtiLUM, we have ð@heU1i=@yÞDES
> ð@heU1i=@yÞLUM. The mean velocity gradient is thus too large in DES near the inter-

face, which implies that the mean velocity predicted by DES deviates from the log-law. This overprediction of the velocity
gradient is an inherent issue of DES, which cannot be removed by adjusting the model constant CDES [56].

The comparisons between the LUM, DES, and RNGM presented above lead to two relevant conclusions. First, the LUM pro-
vides the most accurate prediction of the skin-friction coefficient among the three models considered. Second, in difference
to the other two models considered, the LUM provides predictions which agree with the log-law over a wide range of yþ

values. This agreement is observed for about 50% of the log-law region. On the other hand, the DES shows an agreement
with the log-law over only about 25% of the log-law region, and the RNGM does not agree at all with the log-law. The facts
(i) that most hybrid models are similar to DES [26] and (ii) corresponding validations of the performance of other hybrid
methods are unavailable for such a high Reynolds number case support the view that the LUM performs better than other
(comparably simple) linear hybrid models. It has to be noted that there are ways to improve the performance of hybrid
methods with regard to channel flow simulations: the addition of fluctuations or an additional filtering of the velocity field
near the RANS–LES interface have been proven to overcome the log-law mismatch problem [35,56,57]. However, the
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suitability of such flow-dependent problem solutions for other applications is unclear. A more general solution to this prob-
lem may be obtained by combinations of hybrid RANS–LES methods with dynamic LES methods implied by stochastic anal-
ysis [103].
7.2. Influence of RANS models

The previous section demonstrates the advantages of the LUM compared to LES and DES. In this subsection, it will be
shown that the advantages of the LUM do not depend on a particular choice of the RANS model. To address the latter ques-
tion, unified RANS–LES simulations were performed on the LES grid for Res ¼ 2000 by using two RANS models. The first RANS
model is the k—x model described in Section 3. This model is known to provide accurate RANS predictions of channel flow.
The second RANS model is the one-equation model of Wolfshtein [104], which uses a transport equation for the turbulent
kinetic energy where the dissipation rate is closed in terms of an empirical expression for the characteristic length scale of
large-scale turbulent motions. Wolfshtein’s model is known to be not very accurate for channel flow (see also Fig. 16).
Regarding the numerical implementation of both models, the only difference between the k—x model and Wolfshtein’s
model is the different calculation of the RANS time scale sRANS.

A comparison of the results for the mean streamwise velocity obtained with the two models and DNS data is shown in
Fig. 16. The results obtained using the one-equation model in pure RANS mode show a significant underprediction of the
mean velocity compared to DNS. However, when used as part of the unified RANS–LES method, the one-equation model per-
forms equally well as the unified method based on a two-equation RANS model. Compared to DNS, the error in the prediction
of the skin-friction coefficient was 3% and 4% for the unified model combined with the two-equation k—x model and the
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one-equation model of Wolfshtein, respectively. On the other hand, the use of the one-equation model in pure RANS mode
resulted in an error of 35% in the prediction of the skin-friction coefficient. Hence, it can be concluded that the choice of the
RANS model used in the near-wall region does not significantly affect the accuracy of numerical predictions of the unified
method using a time-scale based RANS–LES transition in channel flows. However, further testing of unified RANS–LES mod-
els for complex flows (abrupt expansion, curved boundaries, dynamic stall, etc.) is needed to verify the generality of this
conclusion.

8. A posteriori analysis of model cost

Unified RANS–LES methods are not only more accurate than LES on coarse grids, but they are also much more efficient.
This computational efficiency will be quantified in this section on the basis of a computational cost analysis of the LUM. The
cost of unified simulations are determined by the relative amount of modeled energy rk ¼ k=ðkres þ k), where kres is the re-
solved turbulent kinetic energy. This parameter is a function of the normalized wall-normal distance y=d, the Reynolds num-
ber, and the number N of grid points applied,
rk ¼ gðy=d;Re;NÞ; ð35Þ
see, for example, Fig. 10. The use of this formula for the calculation of the number of grid points N required for unified RANS–
LES simulations requires the specification of a global value of rk, so that N can be calculated in dependence on this global
value and Re. We will use here the bulk value
Rk ¼
1
d

Z d

0
rkdy ð36Þ
as a characteristic value for rk, where d is the half-channel width. Then, Eq. (35) can be written
Rk ¼ GðRe;NÞ; ð37Þ
where G refers to an unknown function. This equation can be reformulated as an equation for the number of grid points re-
quired in unified simulations,
N ¼ FðRe;RkÞ; ð38Þ
where F refers to a function that has to be specified. For the following it is helpful to specify this formula in the following
way,
ln N ¼ aðRkÞ ln Reþ bðRkÞ: ð39Þ
Justification for this assumption arises from the fact that computational cost estimates for DNS and LES, which correspond to
a constant Rk, reveal a power-law dependence on the Reynolds number ln N � C ln Re [2,24].

Unified simulations were performed at seven Reynolds numbers Re ranging from 5640 to 542,000 (corresponding to
Res ¼ ð180;395;590;950;2000;5000;10;000Þ). The relation Res ¼ 0:09Re0:88 [2] was used to relate Res to Re. For each of
the seven Reynolds numbers considered, simulations were performed on five grids (RANS, VVVCLES, VCLES, CLES, LES).
The data obtained from these simulations are shown in Fig. 17(a). Next, for each Re value, the available NðRkÞ values were
used to obtain a linear interpolation for NðRkÞ. This interpolation was used to calculate the values of N at the values
Rk ¼ 0:2; 0:4;0:6; and0:8. The interpolated data points obtained in this way are shown in Fig. 17b. These data demonstrate
the suitability of applying the linear function (39). At each Rk ¼ 0:2;0:4;0:6; and0:8 considered, the Fig. 17b data points can



8 9 10 11 12 13 14

5

10

15

20

25

0.06

0.11

0.19

0.47

0.91

0.11

0.21

0.48

0.75

0.96

0.17

0.38

0.59

0.79

0.97

0.25

0.42

0.63

0.82

0.98

0.39

0.57

0.72

0.86

0.99

0.52

0.67

0.74

0.89

0.99

0.59

0.71

0.82

0.9

1.00

ln Re

ln
 N

8 9 10 11 12 13 14

5

10

15

20

25

DNS R k
=0

LES R k
=0.2

Unified R k
=0.4

R k
=0.6

Rk
=0.8

RANS Rk
=1

ln Re

ln
 N

(a) (b)

Fig. 17. The dependence of the number N of grid points on the Reynolds number Re: (a) simulation data (the corresponding Rk value is given next to the
dot); (b) interpolated data (circles) compared with the implications of Eq. (40) (solid and dashed lines). The interpolated data were obtained by using the
data given in (a) for calculating the values of N at the values Rk ¼ 0:2;0:4;0:6; and0:8.

270 H. Gopalan et al. / Journal of Computational Physics 249 (2013) 249–274
be used to determine aðRkÞ and bðRkÞ values according to Eq. (39). The resulting aðRkÞ and bðRkÞ values are shown in Fig. 18. To
obtain analytical functions for aðRkÞ and bðRkÞ, linear curve fitting was applied to produce the lines in Fig. 18. It may be seen
that these linear curves represent the variation of aðRkÞ and bðRkÞ with Rk very well. The curves obtained are given by
aðRkÞ ¼ 2:53� 2:29Rk and bðRkÞ ¼ 13:36Rk � 10:76. The use of the latter two relations in Eq. (39) results in
a(
R

)

Fig. 18.
data th
respect
N ¼ e13:36Rk�10:76Re2:53�2:29Rk : ð40Þ
The implications of Eq. (40) are illustrated by the lines in Fig. 17b. It may be seen that the cost formula (40) agrees very well
with the available data. The DNS (Rk ¼ 0) and RANS (Rk ¼ 1) curves that follow from Eq. (40) are also shown in Fig. 17(b). In
the DNS limit, Eq. (40) provides a scaling of N � Re2:53, which agrees well with the estimate N � Re2:7 cited by Pope [2] for
channel flow. In the RANS limit, Eq. (40) provides a scaling of N � Re0:24. Hence, the RANS cost are not strongly affected by the
Reynolds number, which agrees well with other observations [18,2]. In the LES limit we apply Rk ¼ 0:2. Eq. (40) provides then
an LES scaling of N � Re2:07. This scaling is comparable to the previous LES cost estimate N � Re1:76 for wall-bounded flows
[24].
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To compare the computational cost of LES with the cost of unified simulations we have to specify a characteristic value of
Rk used for unified simulations. For doing this, the value Rk ¼ 0:4 is chosen due to three reasons: (i) the accuracy of predic-
tions is still comparable to LES, (ii) higher values of Rk cause the solution to become RANS because turbulent fluctuations
vanish, (iii) Rk ¼ 0:4 is often used in hybrid RANS–LES simulations using partially-averaged Navier–Stokes methods
[67,32]. By comparing the cost of LES (Rk ¼ 0:2) with the cost of unified simulations (Rk ¼ 0:4) we obtain according to Eq. (40)
NLES

NUnified
¼ ðe�13:36 Re2:29Þ0:2 ¼ 0:07Re0:46: ð41Þ
The corresponding computational cost ratio is shown in Fig. 19. At relatively low Reynolds numbers, there is no significant
advantage related to the use of the unified model. However, at these Reynolds numbers it is not very expensive to perform
LES. At relatively high Reynolds numbers, there is a significant advantage related to the use of unified models. The gain at
higher Reynolds numbers can be demonstrated by the following example. The LES of the flow field around an actual wind
turbine requires around 30 million grid points. The Reynolds numbers of the atmospheric flow around the wind turbine is
about Re � 109. For this Reynolds number, the LES to unified cost ratio given by Eq. (41) is 966. Therefore, unified simulations
can be performed by using about 31,000 grid points. Such cost reductions enable simulations of complex flows which are not
feasible otherwise.
9. Summary

The motivation of the introduction of hybrid RANS–LES methods is a computational cost reduction of LES by orders of
magnitudes. However, a huge variety of hybrid RANS–LES models are currently in use such that there is the question of
which hybrid RANS–LES method represents the optimal approach. This question matters because there are significant accu-
racy and cost differences between different hybrid RANS–LES methods [27]. The properties of an optimal hybrid RANS–LES
model were formulated here by taking reference to fundamental properties of fluid flow equations. It was shown that the
unified RANS–LES model derived by Heinz [33] from an underlying stochastic turbulence model has the properties of an
optimal hybrid RANS–LES model. This conclusion leads to three relevant questions, which will be addressed in the following
three paragraphs.

The first question is whether the computational realization of the theoretically derived unified RANS–LES model also has
the properties of an optimal hybrid RANS–LES model. The computational efficiency of unified RANS–LES models depends sig-
nificantly on the way in which RANS and LES equations are coupled. The suitability of three coupling methods was investi-
gated here regarding the LUM by a priori analyses of channel flow data. It was shown that the DC coupling approach, which
uses RANS and LES equations dynamically, represents the most convenient approach. The coupling analyses were also used
to computationally develop unified RANS–LES methods by determining the most appropriate filter width and transfer func-
tion definitions. It is worth noting that the numerical implementation of the LUM is straightforward and requires only minor
modification of existing methods. A posteriori analyses of channel flow data were used then to demonstrate that the compu-
tational model obtained in this way does also satisfy the properties of an optimal hybrid RANS–LES model. It was shown that
the stress tensor of the LUM satisfies the realizability requirement to be non-negative definite. It was also shown that the
LUM varies continuously between the DNS, LES, and RANS limits. The influence of choosing the computational grid on the
(DNS, LES, and RANS) nature of the model applied was specified in terms of the scaling relation (31).
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The second question is whether simulations using the optimal hybrid RANS–LES method applied here have advantages
compared to simulations performed with other computational methods. Compared to RANS simulations, the LUM has sig-
nificant advantages. RANS simulations are known to require evidence for their predictions. However, such evidence is often
simply unavailable because of the lack of experimental or DNS data. On the other hand, the LUM is relatively independent of
the RANS model applied (see Section 7.2). Without adjustments to the flow considered, the LUM can provide predictions that
agree well with DNS data. Compared to LES, the LUM also has significant advantages. One advantage is the huge cost reduc-
tion of high-Reynolds number simulations by a factor of 0:07Re0:46. Another advantage is the significant accuracy advantage
compared to LES with regard to simulations on coarse grids (as usually required for atmospheric boundary layer simula-
tions). Compared to other hybrid methods, the LUM also has advantages. The comparisons with the RNGM and DES in Sec-
tion 7.1 showed that the LUM provides the most accurate prediction of the skin-friction coefficient, and, in difference to the
RNGM and DES, the LUM provides predictions which agree with the log-law over a wide range of yþ values. As discussed at
the end of Section 7.1, there are at least indications that the LUM also performs better than other (comparably simple) linear
hybrid models.

The third question is whether the optimal hybrid RANS–LES method applied here represents a general method, which can
be used for accurate and efficient simulations of a broad range of turbulent flows. Regarding this question it is relevant to
note that simulations of a variety of swirling turbulent jet flows (involving vortex breakdown at high swirl numbers) also
revealed the excellent performance of the LUM [76]. On the other hand, DES is known to be not well appropriate for jet-like
flows [19,105], such that DES calculations of swirling jet flows suffer from problems [106,107]. It is also relevant to note that
(depending on the needs) the hybrid RANS–LES method presented here can be extended and modified in several ways.
Extensions are possible by involving a quadratic stress model or stress transport equation [33]. Another extension is the
incorporation of a dynamic method for performing LES in the unified RANS–LES method [83,103,108]. Modifications are pos-
sible via the choice of the coupling approach used to perform unified RANS–LES simulations. The DC approach was found to
be the most appropriate coupling approach for the attached flow considered. However, the use of the FC approach may also
be of interest for applications. For certain flows, it is essential to model a portion of the domain using LES because unstead-
iness is required (e.g., for aeroacoustic noise predictions). The DC approach can also be used for separated flows. However,
when the grid resolution causes the RANS–LES interface to be located within the turbulent boundary layer, the LES region
can induce early flow separation, referred to as grid induced separation [35,26]. This problem can be circumvented when
the entire boundary layer is modeled using RANS, and the interface is located outside the boundary layer [35,26]. When
the DC approach cannot ensure that the entire boundary layer is in RANS mode, the FC approach should be used instead.
For this case, the EC approach, which is the exact approach implied by theory, can be used to confirm the validity of the
FC approach (see the discussion of the grid dependence of the FC approach in the first paragraph of Section 5.3).
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