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Linear and nonlinear Lagrangian equations are derived for stochastic processes that appear as
solutions of the averaged hydrodynamic equations, since their moments satisfy the budgets given by
these equations. These equations include the potential temperature, so that non-neutral flows can be
described. They will be compared with nonlinear and non-Markovian equations that are obtained
using concepts of nonequilibrium statistical mechanics. This approach permits the description of
turbulent motion and buoyancy, where memory effects and driving forces with arbitrary colored
noise may occur. The equations depend on assumptions that concern the dissipation and pressure
redistribution. In the approximations of Kolmogorov and Rotta for these terms, the dissipation time
scale remains open, which can be determined by the calculation of the production–dissipation ratio
of turbulent kinetic energy. The features of these equations are illustrated by the calculation of
turbulent states in the space of invariants. © 1997 American Institute of Physics.
�S1070-6631�97�00801-5�

I. INTRODUCTION

The averaged hydrodynamic equations �AHE� define
budgets at points of the flow for moments of different order
of the distribution function of the fluctuating hydrodynamic
variables. Lagrangian models for the motion of fluid particles
in high-Reynolds number turbulent flows may determine sto-
chastic processes that represent solutions of the AHE, when
the dissipation and pressure redistribution terms are mod-
elled in these budget equations. This means that the moments
of these stochastic processes obey these budgets, e.g., up to
second order without the need for any assumptions about the
spatial gradients of the third moments �the turbulent trans-
port terms�. Such Lagrangian models are used to study the
realizability of solutions of second-order models,1,2 and they
are successfully applied to calculate the turbulent diffusion
of passive tracers in complex flows.3–6 The turbulent disper-
sion can be described in non-neutral flows, if the potential
temperature is included in a stochastic Lagrangian descrip-
tion of particle motion.7 Such Lagrangian equations, which
are linear in the particle velocities and potential temperature
�but nonlinear in the particle position�, can be derived com-
pletely consistent with the AHE up to second order,8 where
the dissipation and pressure redistribution terms are taken in
the approximations of Kolmogorov9 and Rotta,10 respec-
tively. But here the problem of nonuniqueness arises �which
is known for neutral flows�,1,2,4,5 which means the consis-
tency with the AHE does not uniquely determine the stochas-
tic Lagrangian equations. The assessment of consequences of
differences in Lagrangian models satisfying the same AHE
poses a difficult problem, but it may be expected that these
differences influence considerably the calculated features of
particle motion in complex flows �i.e., under conditions
where the effects of inhomogeneities and anisotropy have to

be considered�. Moreover, when the approximations of Kol-
mogorov and Rotta are used for the dissipation and pressure
redistribution, a dissipation time scale appears in the La-
grangian equations, which has to be estimated. The calcula-
tion of this time scale is an important problem, because it
determines the production–dissipation ratio for the turbulent
kinetic energy �TKE� and therefore the local character of the
energy transfer.

The consistency between stochastic Lagrangian equa-
tions and the AHE is considered at first with respect to linear
equations for the particle velocity and potential temperature,
where, in particular, the description of the potential tempera-
ture by a stochastic differential equation is discussed. The
same problem is considered for nonlinear Markovian equa-
tions in the third section, where the nonuniqueness problem
is discussed for non-neutral flows. This investigation of the
suitability of stochastic processes to appear as solutions of
the AHE is compared in the fourth section with another ap-
proach, where stochastic differential equations are derived by
applying concepts of nonequilibrium statistical mechanics.
This explains in which way memory effects enter into the
Lagrangian equations. As an example, Sawford’s equation5

for the acceleration of a fluid particle is derived, which takes
colored noise in the velocity equation into account. The in-
fluence of �vertical� gradients of the mean �horizontal� flow
velocity and potential temperature on particle motion is con-
sidered in the fifth section. This is done by considering the
relation between the unknown time scale, which arises by the
parametrization of the dissipation �next section�, and the
wind shear and stratification. Through this relation, the La-
grangian equations that are derived in the second section
depend �for balanced ratios of production and dissipation of
TKE and heat� only upon three flow numbers. These equa-
tions reflect nonaveraged hydrodynamic equations in a scale,
where the Lagrangian acceleration correlation is small �for
time lags much longer than the Kolmogorov time scale�11
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and the three flow number play the role of the molecular
constants as parameters.

II. LINEAR MARKOVIAN EQUATIONS

Let us first consider linear Markovian equations for the
description of fluid particle motion and the change of the
potential temperature of particles. Whereas there are good
reasons to treat the velocity of a fluid particle as a Markov
process in high-Reynolds number flows because of the struc-
ture of the acceleration correlation,3,4,11 the description of the
potential temperature by a stochastic process is not compa-
rably investigated. To describe the important part of buoy-
ancy effects on the turbulent dispersion, it was supposed by
Zanetti and Al-Madani12 and Cogan13 that the potential tem-
perature also satisfies a stochastic differential equation. Van
Dop investigated this approach in a more fundamental way.7

He pointed out the conceptional problem of assigning a po-
tential temperature to a fluid particle. Nevertheless, this ap-
proach is continued here, which means a stochastic differen-
tial equation is assumed for the potential temperature of a
particle. According to inertial subrange theory, the structure
function and the autocorrelation of the temperature would be
expected as proportional to the time lag and exponential,
respectively.7 The reproduction of these inertial subrange re-
lations can be found, if the potential temperature is described
by a stochastic differential equation. As shown below, this
approach guarantees, e.g., that the AHE are fulfilled up to
second order. These equations are able to explain well the
basic features of buoyancy effects in the turbulent
dispersion.7,14 The available experimental evidence tends to
indicate that the probability density function of an inert dy-
namically passive scalar convected by homogeneous turbu-
lence evolves asymptotically toward a Gaussian shape.15

This is supported by results of direct numerical
simulations.16 At least for an approximately neutral stratifi-
cation with a negligible influence of the potential tempera-
ture on the turbulence, this quantity may be described by a
linear stochastic differential equation providing a Gaussian
distribution. The idea of a fluid particle with a potential tem-
perature represents a reference picture for the real process in
correspondence with the AHE and permits the description of
the basic characteristics of buoyancy processes. This is
equivalent to approaches employed in the theory of turbulent
mixing, where models are used that are not directly related to
a physical process, but are a good characterization of essen-
tial features of the considered phenomena.15,17,18 Turbulent
motion and buoyancy are described by the same structure of
equation in this way. This is particularly advantageous for
the comparison with the AHE, as discussed below.

The turbulent flow is regarded as a whole of fluid par-
ticles, each having a constant mass. The �time-dependent�
total mass of the fluid results from particle mass times the
�time-dependent� total number of fluid particles. Neglecting
chemical reactions, each particle is characterized at the time
t by its position xL(t), velocity UL(t) �vectors with compo-
nents xL

I (t) and UL
I (t), where I�1,2,3 and the subscript L

denotes a Lagrangian quantity� and potential temperature
�L(t). Particle density and volume change in time according

to a state equation. With respect to comparisons with the
AHE, it is advantageous to combine the particle velocity
UL(t) and potential temperature �L(t) to the four-
dimensional state vector ZL(t)��UL(t),�L(t)�. Assuming
�xL(t), ZL(t)� as a Markov process and only linear fluctua-
tions of the state ZL(t), these quantities change according
to19,20

d

dt
xL

I � t ��ZL
I � t �, �1a�

d

dt
ZL

i � t ���ai��Gi j�ZL
j ��ZE

j ���bi j
dW j

dt
, �1b�

where the small superscripts run from 1 to 4 in contrast to
capitals which run from 1 to 3 and summation over repeated
superscripts is assumed. The first two terms in �1b� give the
systematic particle motion with unknown coefficients �ai�
and Gi j, where the ensemble average is denoted by �•••�. The
ensemble averages of Eulerian quantities �subscript E� are
estimated at fixed positions x, which are replaced by
x�xL(t) in the equations. Consequently, these equations are
linear in the state ZL but may be nonlinear in the position xL .
The last term of �1b� describes the influence of a stochastic
force, characterized by the white noise dW j/dt and a matrix
b with elements bi j. Here, dW j/dt is a Gaussian process
having a vanishing mean and uncorrelated values to different
times, �dWi/dt��0 and, �dWi/dt(t)•dW j/dt(t�)�
�� i j�(t�t�), �i j denotes the Kronecker delta, and ��t�t��
is the delta function. Instead of considering the equations
�1a� and �1b� for the stochastic transport of particles and their
changing properties, the equivalent Fokker–Planck equation
can be considered for the probability density to find given
values of particle properties at given locations and times.
The Lagrangian joint mass density function will be denoted
by FL . This function is similar to the corresponding prob-
ability density function, but normalized to the mean concen-
tration �c�x,t�� of considered particles �which are emitted,
e.g., by a source�,

� dZ FL�Z,x,t ���c�x,t ��. �2�

The transport equation of FL can be derived by different
methods17 and is given in correspondence with the stochastic
differential equations �1a� and �1b� by the equation

	FL

	t
�

	

	xI ZIFL��
	

	Zi ��ai��Gi j�Z j��ZE
j ���FL

�
	2

	Zi 	Z j Bi jFL , �3�

where Bi j�1/2bikbk j is introduced. This coefficient Bi j is
given by7

B�
1

4
 � C0q2 0 0 0

0 C0q2 0 0

0 0 C0q2 0

0 0 0 C1��ZE
4��ZE

4��2�

� ,

�4�
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if Kolmogorov’s theory9 is adopted for a high-Reynolds
number flow and the time scale for the dissipation of the
potential temperature variance is assumed to be of the same
order as that for the dissipation of TKE, which means the
unknown constants C0 and C1 are considered as being of the
same order �which is discussed below�. In �4�, q2 � �(ZE

I

� �ZE
I �)(ZE

I � �ZE
I �)� is twice the TKE �with I�1, 2, 3�, and


�q2/�2���� is the �unknown� time scale of dissipation of
TKE relating q2 and the mean dissipation rate ��� of TKE.
By FL , the statistical properties of an ensemble of observed
particles are determined at a fixed point. The corresponding
mass density function of all fluid particles is denoted by the
�Eulerian� function F , which is normalized to the averaged
fluid density �,

� dZ F�Z,x,t �����x,t ��. �5�

This mass density also has to fulfill the transport equation
�3�. This relation of F with the unknown coefficients �ai�
and Gi j can be used for deriving consistency constraints be-
tween these coefficients and Eulerian means and variances of
the velocity and potential temperature fields. The transport
equations for the mean values of the wind and potential tem-
perature fields can be derived by replacing FL by F in �3�,
multiplying this relation with Zi, and integrating over Z.
Then, �ai� is determined by

D�ZE
i �

Dt
�

	ViL

	xL ��ai�, �6�

where the abbreviation D/Dt � 	/	t � 	/	xK • �ZE
K� is used

and the matrix of second moments of the coupled wind and
potential temperature field is written by

V�� �u1u1� �u1u2� �u1u3� �u1
�

�u2u1� �u2u2� �u2u3� �u2
�

�u3u1� �u3u2� �u3u3� �u3
�

�
u1� �
u2� �
u3� �
2�

� , �7�

with zk � ZE
k � �ZE

k � for the fluctuations. Accordingly, by

multiplication of �3� �with F instead of FL� with ZiZ j and
integration over Z, the transport equations for the second
moments can be derived, which read as

DVi j

Dt
�Ri j��Pi j�GikVk j�G jkVki�

C0q2

2

� i j

�
C0q2�C1V44

2

� i4� j4 . �8�

The gradients of triple correlations are denoted by
Ri j�	�zKziz j�/	xK and the production is written as Pi j

� �zKzi�	�ZE
j �/	xK � �zKz j�	�ZE

i �/	xK. These equations �6�
and �8� will be compared with the corresponding Eulerian
budget equation of first and second order. Using the Bouss-
inesq approximation and the incompressibility constraint,
	ZE

K/	xK � 0, the conservation equations of momentum and
potential temperature read as

D̃ZE
i

Dt
��

	2ZE
i

	xK 	xK ������
	2ZE

4

	xK 	xK � i4

�����1
	p

	xK �Ki�g�1���ZE
4��ZE

4���� i3 , �9�

where D̃/Dt�	/	t�	/	xK•ZE
K, � is the kinematic viscosity,

� is the coefficient of molecular heat transfer, � is the ther-
mal expansion coefficient, p is the pressure, and g is the
acceleration due to gravity. Consequently, �ai� is determined
by the averaged right-hand side of �9�,

�ai���
	2�ZE

i �
	xK 	xK ������

	2�ZE
4 �

	xK 	xK � i4

�����1
	�p�
	xK �Ki�g� i3 . �10�

By modelling the dissipation according to Kolmogorov’s
theory9 and supposing a return-to isotropy pressure redistri-
bution according to Rotta,10 the transport equations of sec-
ond order can be derived from the conservation equations.
These equations read21 as

DVi j

Dt
�Ri j��Pi j�� �

k1

4

� ik�

k1�k3

2

� i4�k4��g� i3�k4�Vk j�� �

k1

4

� jk�

k1�k3

2

� j4�k4��g� j3�k4�Vki

�k2q2
	�ZE

L�
	xK ��Li�K j��L j�Ki��

q2

2

•

k1�2

3
� i j�

�k1�2 �/3•q2��2k3�2k4�k1�V44

2

� i4� j4 , �11�

where the closure parameters k1 , k2 , k3 , and k4 are intro-
duced. The parameters k1 k2 and k3 arise from the return-to-
isotropy theory of Rotta. Because of its simplicity, this ap-
proximation is well suited for the illustration of the
approach. Whereas the Kolmogorov approximation
��	zI/	xK • 	zJ/	xK� � 1

3���� IJ for the dissipation of TKE is
widely accepted, some remarks are needed to the formally
corresponding assumption21,22 for ��	z4/	xK•	z4/	xK�
� ��

� � k4���q�2V44 for the dissipation of the potential

temperature variance. In investigations of decaying grid tur-
bulence it was shown that the closure parameter k4 intro-
duced in this way cannot be considered as a universal con-
stant. In dependence on initial conditions, a range of
0.6�k4�3.1 was found for this quantity, and variations were
observed over the length of the wind tunnel.23–25 When a
time scale 

�V44/�2��

�� is introduced analogous to

�q2/�2����, this closure supposes the proportionality of both
time scales, 

�
/k4 . As stated by Pope,17 this assumed pro-
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portionality can be expected to be less unrealistic for shear
flows in which potential temperature and wind fields share a
common history and common boundary conditions. This ar-
gument supports the parametrization �4� of the coefficient B
�which requires the assumption of time scales of the same
order for the dissipation of TKE and the potential tempera-
ture variance, i.e. C0 and C1 of order unity�, but this propor-

tionality cannot be expected generally.23 We see by compar-
ing the transport equations �8� and �11� for the variances Vi j

to estimate the unknown coefficients Gi j, that in this way
only conclusions to the symmetric component 1

2

[(GV) i j�(GV) j i] of (GV) i j can be drawn. This comparison
reveals that the equations �11� are consistent with the budget
equations �8� for the variances, if

Gi j��
k1

4

� i j�

k1�k3

2

� i4� j4��g� i3� j4��k2q2

2
•

	�ZE
L�

	xK ��L i�Km��L j�Km�

�
1

2
•Aim�

q2

4

•� k1�2

3
�C0� •� im�

��k1�2 �/3�C0�•q2��2k3�2k4�k1�C1�•V44

4

� i4�m4�•�V�1�m j, �12�

where A is any antisymmetric matrix. The simplest choice of
Gi j is obtained by setting Aim�0, k2�0 �Sec. V�,
C0�(k1�2)/3, and C1�2k3�2k4�k1 . This brings for the
matrix G ,

G��
1

4

•� k1 0 0 0

0 k1 0 0

0 0 k1 �4�g


0 0 0 2k3�k1

� , �13�

which means G becomes independent of the variances V .
The nonuniqueness of the estimation of the coefficient ma-
trix G �by the appearance of the unknown antisymmetric
matrix A� is well known for neutral flows.1,2 This problem
will be discussed in the next section with respect to nonlinear
equations. Instead, let us come back to the justification of the
description of the potential temperature by a stochastic dif-
ferential equation at the beginning of this section. When
C1�0 is set such that no stochastic forcing appears in the
Lagrangian equation �1b� for the potential temperature, we
find from �12� nonvanishing contributions for the coefficients
G4K with K�1, 2, 3 caused by the last term on the right-
hand side of �12�. This means that the change of potential
temperature is influenced by velocity fluctuations in general
and consequently also by stochastic influences. Such sto-
chastic forces explicitly appear by setting C1�2k3
�2k4�k1 , but the advantage of this choice is the possibility
to describe Gi j by the simple expression �13�, which is inde-
pendent of the variances Vi j. Then, Gi j depends only over
the time scale 
 on the state of the flow. The estimation of 

is considered in the fifth section, where its relations with
wind shear and temperature stratification are investigated.

III. NONLINEAR MARKOVIAN EQUATIONS

Lagrangian equations can be found that are consistent
with the AHE up to second order, as shown in the previous
section. These equations are linear in the particle state, but
may be nonlinear in the particle position. It remains open

under which conditions nonlinear velocity and potential tem-
perature fluctuations have to be considered in the Lagrangian
equations and how the consistency between the Lagrangian
equations and the AHE can be guaranteed with respect to
higher moments. This is investigated now by assuming a
Markovian process �xL(t),ZL(t)� as above. Through these
equations, the relation emerges more distinct between the
above considered linear equations and more complicated
non-Markovian equations, which are derived in the next sec-
tion. Additionally, the nonuniqueness problem appears here
for non-neutral flows in a more general formulation as be-
fore. The particle motion and the potential temperature are
described by the nonlinear �Ito� stochastic differential
equation,19,20

d

dt
xL

I � t ��ZL
I � t �, �14a�

d

dt
ZL

i � t ���� i�ZL ,xL ,t ��bi j�ZL ,xL ,t �
dW j

dt
� t �.

�14b�

The transport equation for FL that replaces �3� for the non-
linear equation system �14a� and, �14b� reads as

	FL

	t
�

	

	xK ZKFL�
	

	Zi � i�Z,x,t �FL

�
	2

	Zi 	Z j Bi j�Z,x,t �FL , �15�

where again Bi j�1/2bikbk j, which is determined by �4� as
above in the linear model, so that the systematic transport
coefficient � remains as a unknown function to be estimated.
In the previous section this coefficient was assumed to be a
linear function in Z��ZE� and the drift parameter �a� as well
as the coefficient G of linear fluctuations had been estimated
by the consistency constraint with the AHE up to second
order in the approximations of Kolmogorov and Rotta. The
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hydrodynamic relations for higher moments can be included
into this consistency investigation by considering an equa-
tion for the mass density function F , from which all mo-
ments can be calculated. The most general transport equation
for F was derived from Pope,17 which has the structure of
�15� on the left-hand side �with FL�F� and a right-hand
side, which can be written as 	�hi�Z,x,t�•F�/	Zi. The func-
tion hi�Z,x,t� represents a conditional ensemble average at
fixed Z of the gradients of the mean pressure and pressure
fluctuations and of the molecular stress tensor and gravity
acceleration. This structure of the equation for F is simply a
consequence of the hydrodynamic conservation equations for
mass, momentum, and heat. Thus, by adopting the approxi-
mation of Kolmogorov, the nonlinear equation �15� corre-
sponds with the general equation structure of the mass den-
sity function F , and the coefficient � is a function to be
determined in dependence on the gravity acceleration, the
mean pressure gradient, and in particular the correlations of
pressure fluctuations. Consequently, the model �15� is con-
sistent with the infinite hierarchy of AHE in the approxima-
tion of Kolmogorov, if F appears as a possible solution of
�15�. This condition was proposed by Thomson4 and pro-
vides a relationship between the systematic transport coeffi-
cient � and the Eulerian mass density F . It may be written as

� i��F�1� 	

	Z j Bi jF�� i� , �16a�

where a function � is introduced that satisfies

	� i

	Zi ��
	F

	t
�

	

	xK ZKF , �16b�

and �i→0 for �Z�→�. By the relations �16a�, �16b�, and �4�,
the coefficients � and B are determined and the nonlinear
Lagrangian equations are found to be consistent with the
AHE in the Kolmogorov approximation. However, for inho-
mogeneous flows not much is known about the mass density
function F , which is required for these estimation of � and
B . Only partial information is available for real flows in
terms of the moments of lower order of this distribution
function. How this information can be applied to construct F
as a maximum missing information density function was in-
vestigated, e.g., by Du et al.26 But even for given F , the
rotation of �, rot �, remains open according to �16b�, as the
antisymmetric component of GikVk j. To get more insight
into this finding, let us consider as an example the mass
density function F in a simple approximation as local Gauss-
ian in the state Z,27 which means

F�
���

�2��2 det V
exp� �

1

2
�Zk��ZE

k ���V�1�kl

��Z1��ZE
1�� � , �17�

where det V is the determinant of V . Taking Bi j in corre-
spondence with �4� as independent of Z, we obtain for the
equation �14b�,

d

dt
ZL

i � t ���aNL
i ��GNL

i j �ZL
j ��ZE

j ���Hi jk�ZL
j ��ZE

j ��

��ZL
k ��ZE

k ���bi j•
dW j

dt
, �18�

where �16a�, and �16b� are used, 	�ZE
K�/	xK � 0 is applied,

and the subscript NL of the first two terms on the right-hand
side denotes quantities in this nonlinear approach, in contrast
to the corresponding ones in the linear approach. Here,

�aNL
i ��

D�ZE
i �

Dt
��1���

	ViK

	xK �
1�2�

2

•ViK
	V jl

	xK �V�1� l j, �19a�

GNL
i j �� �Bik�

1

2
•

DVik

Dt
�

1

2
•� 	�ZE

i �
	xL VL k

�
	�ZE

k �
	xL VL i� �

1

2
•ANL

ik � �V�1�k j, �19b�

Hi jk�
�

2
•� 	Vin

	xM �V�1�nk�M j�
	Vin

	xM �V�1�n j�Mk�
�

1�2�

2
•ViM

	Vnl

	xM �V�1� l j�V�1�nk, �19c�

are introduced, where ANL
ik is any antisymmetric matrix, � is

any scalar quantity, and a constant density ��� is assumed for
simplicity. The expression �19c� shows that nonlinear terms
appear proportional to spatial gradients of the variances Vi j

in dependence on an unknown parameter �. The equation
�18� is a generalization of the linear equations �1a� and �1b�.
The latter one is deduced by averaging the quadratic terms in
the nonlinear equation �18�, so that the third term on the
right-hand side becomes Hi jkV jk. The created linear term is
equal to �ai� in the linear model, which means �aNL

i �
� Hi jkV jk � �ai� is fulfilled independent of �. Instead
of considering the matrix GNL

i j itself, let us consider
GNL

ik Vk j separated into the sum of its symmetric part
1
2 ��GNLV�i j��GNLV�j i� and antisymmetric part
1
2 ��GNLV�i j��GNLV�j i�. These two summands follow from
�19b�:

GNL
ik Vk j�GNL

jk Vki�
DVi j

Dt
�

	�ZE
i �

	xK VK j

�
	�ZE

j �
	xK VKi�2Bi j, �20a�

independent of � as well as

GNL
ik Vk j�GNL

jk Vki�ANL
i j . �20b�

The symmetric component of GNL
ik Vk j is given by the same

expression as the symmetric component of GikVk j �which is
determined by �8�� of the linear model, up to the gradients of
third moments Ri j that vanish here. The antisymmetric com-
ponent of GNL

ik Vk j cannot be derived within this approach.
This fact as well as the unknown � reflect the uncertainty of
rot � for the considered Gaussian turbulence. This nonu-
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niqueness was considered by Thomson,4 Sawford,5 and Bor-
gas and Sawford28 with respect to neutral flows. The appear-
ance of � shows that this problem has not only geometrical
aspects. If the third term on the right-hand side of �18� is
interpreted as a fluctuating drift �it contributes in the average
to �aNL

i ��, we see that different intensive fluctuations of this
drift may occur. However, the drift is not affected by the
distribution parameter � in the ensemble average, since
�aNL

i � � Hi jkV jk � �ai�. For homogeneous and stationary tur-
bulence, we find by means of �18� and �19a� and �19c� that
�dZL

i (t)/dt • ZL
j (t)� � 1

2 • ANL
i j , where �ZE

i � � 0 and �ZL
i (t)

• ZL
j (t)� � Vi j are applied. This relation reveals that correla-

tions between states and state changes of different compo-
nents are taken into account by the matrix ANL .

As shown by Sawford, Borgas, and Guest,28,29 different
assumptions to rot � produce significantly different results
in the inertial subrange of neutral boundary layer flows. The
derivation of conditions to estimate such open distribution
parameters was studied by Borgas and Sawford considering
two-particle dispersion.28 They considered the reduction of
open parameters under the constraint that one-particle statis-
tics must follow from two-particle models. The parameters
can be estimated by this reduction procedure up to one pa-
rameter, which remains open analogous to the appearance of
� here �the matrix ANL is omitted by the assumed isotropic
turbulence�. Through the equations presented here, the effect
of the choice of these open parameters on the modelling of
non-neutral flows can be studied. The description of the in-
teraction between the turbulent and the buoyant motion may
be changed, e.g., by the choice of ANL

4k (V�1)k j � 0 or
A4k(V�1)k j�0 appearing in �19b� and in �12�, respectively.
In this case, the change of the potential temperature is influ-
enced by velocity fluctuations. The investigation of this ef-
fect can provide a better insight into the effect of the choice
of these open parameters.

Consequently, taking reference to the Kolmogorov ap-
proximation �4� it is found that the consistency between the
Lagrangian description and the infinite hierarchy of AHE is
guaranteed, if the relations �16a� and �16b� are fulfilled.
Adopting the approach of Du et al.26 to construct the needed
distribution density F , the non-uniqueness problem has to be
solved, and in particular the total time derivative of F is
required to solve �16b�. For local Gaussian turbulence the
latter problem is reduced according to �19a�–�19c� to the
estimation of the gradients of mean values and variances.
With DVi j/Dt in the Rotta appproximation for the pressure
redistribution �Sec. II�, the calculation of the time scale 
 is
again needed �Sec. V�.

IV. NONLINEAR NON-MARKOVIAN EQUATIONS

Up to now the suitability of different stochastic pro-
cesses was considered to present solutions of the AHE,
which means to have moments that obey the AHE. But these
conditions tolerate a variety of different processes. Another
approach to the description of motion and properties of par-
ticles consists in the derivation of equations from the micro-
scopic dynamics. This is an important aim of statistical me-
chanics. It can be achieved, e.g., by the projection operator

technique,30–32 where the dynamics of observables is ex-
tracted from the coupled dynamics of all particles. A feature
of this method is that the obtained equations are given as a
superposition of systematic terms �which have in general a
non-Markovian character� and of a term that shows proper-
ties of a stochastic force. The coefficients appearing in these
equations are given as ensemble averages of microscopic
quantities, which can be calculated using models for the
Liouville operator. However, in most cases the calculation of
these averages is very complicated, and fluctuation–
dissipation theorems are more useful, which relate coeffi-
cients characterizing the intensity of stochastic forces with
those characterizing the systematic motion. Whereas for
equilibrium systems a well-established theory exists, there
are many different attempts to extend this approach to the
description of nonequilibrium processes. The estimation of
coefficients that appear in these equations requires assump-
tions on the nonequilibrium probability density function.
These approaches are limited to the consideration of isolated
systems �or parts of isolated systems� reaching an equilib-
rium state, or assumptions on the kind of the nonequilibrium
state are used. Instead, an approach is applied here,33 where
an identity replaces the Liouville equation of statistical me-
chanics and an initial distribution function plays the role of
the nonequilibrium distribution function. Assumption on the
initial state are not needed, which may be in a strong non-
equilibrium. In this way, a nonlinear stochastic differential
equation can be derived using formally the approach of non-
equilibrium statistical mechanics. It is shown how correla-
tions of stochastic forces lead to memory effects in the sys-
tematic terms, which is described by a fluctuation–
dissipation theorem. Let us start from the abstract equation
of motion �i�1–4, I�1–3�

d

dt
xL

I � t ��ZL
I � t �, �21a�

d

dt
ZL

i � t ��LZL
i � t �, �21b�

corresponding with the Liouville equation in statistical me-
chanics ��L being the Liouville operator�, whereas Eq.
�21b� appears here as an identity. Using the projection op-
erator technique, the right-hand side of �21b� can be written
such that this equation shows similar properties like a sto-
chastic differential equation. Instead of this evolution equa-
tion for the process ZL(t), the dynamics of the generating
function ��v,t����v�ZL(t)� for all polynomials of ZL can
be considered,

d

dt
��v,t ��L��v,t �, �22�

from which �21b� is derived by multiplication with vi and
integration over v. According to �22�, the Taylor series of �
reads ��v,t�� exp(Lt)�0�v�, where �0�v����v, t�0�. The
equation �21b� can be written with this series as dZL

i /dt
� �dvviL exp(Lt)�0(v). This expression is the starting point
for the applied procedure. Let us consider an ensemble of
particles with fixed initial positions xL�0��x0 for all particles
and the space of products of functions Ai�ZL(t i)� with
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0�t i��, where any element A(t1 ,t2 ,. . .) of this space may
be written as A(t1 ,t2 ,. . .)�A1�ZL�t1��•A2�ZL�t2��••• . The
projection operator P is defined on this space by

PA� t1 ,t2 ,. . . ��� dvg0
�1�v��A� t1 ,t2 ,. . . �

•�0�v���0�v�, �23�

which projects any function A(t1 ,t2 ,. . .) onto the �0 . The
distribution function of fluctuating initial values ZL�0��Z0
�which is often used below� is abbreviated by
g0�v�����v�Z0��. This function replaces the nonequilibrium
distribution function of statistical mechanics. The definition
�23� contains �A(t1 ,t2 ,. . .)�0�v��, which is an average over
the considered ensemble, which means a conditional expec-
tation value to be taken for xL�0��x0 �as all the other aver-
ages in this section�.

The ensemble average �A(t1 ,t2 ,. . .)�0�v�� is determined
by

�A� t1 ,t2 ,. . . �•�0�v���� dv�� dv����v�Z0�

–��v��ZL� t1��•��v��ZL� t2��•••�

•A1�v��•A2�v��••• . �24�

More frequent than P , the operator Q�1�P is used, which
is characterized by QQ�Q , Q�0�0, and �QA•B�
��QB•A� for any elements A and B of the considered func-
tion space. Applying the usual identity of the projection op-
erator technique,

exp�Lt ��exp�QLt ���
0

t

dt� exp�Lt��PL exp�QL� t�t��� ,

�25�

which can be proved by differentiation, dZL
i /dt

� �dvviL exp(Lt)�0(v) can be written as

d

dt
ZL

i � t ���� dv g0
�1�v�M i�v,0���v,t �

��
0

t

dt�� dv g0
�1�v�

dM i

dt
�v,t�t��

���v,t��� f i� t �, �26�

where M i�v,t����dw wi�L exp(QLt)�0�w�–�0�v�� and
f i(t)��dw wiQL exp(QLt)�0�w� are introduced. The inte-
gration of �f i(t)•�0�v����Q f i(t)•�0�v����f i(t)•Q�0�v��
�0 over v leads to � f i(t)��0, so that this quantity can be
interpreted as a stochastic force and the equation �26� as a
nonlinear stochastic differential equation. The expressions
for the coefficients appearing in �26� are given in contrast to
�14b�. Writing the time dependence of the state vector as
ZL(t)�ZL�xL(t),t� to enable the comparisons considered be-
low, the coefficient M i�v,0� appearing in the first term on the
right-hand side of �26� is determined by

	

	vi M i�v,0��� 	 	�0�v�

	vi •LZ0
i 
 ��L�0�v��

�� � 	

	t
�

	

	xK vk� ���v,t ��� � t�0 �, �27�

and M i�v,0�→0 for �v�→�. The coefficient of the second
term of �26� can be written as dM i�v,t�/dt
���L f i(t)•�0�v��. L becomes an anti-hermitian operator, if
for arbitrary elements A and B of the considered function
space �LA•B���LB•A��d�A•B�/dt�0, which means for
homogeneous and stationary turbulence. In this case we find
�L f i(t)•�0� � �LQ f i(t)•�0���� f i(t)•QL�0� � 	�f i(t)
• f k(0)•�0�v��/	vk, and dM i�v,t�/dt can be converted into

d

dt
M i�v,t ���

	

	vk � f i� t �• f k�0 �•�0�v��. �28�

This result represents a fluctuation–dissipation theorem, be-
cause the correlation of stochastic forces is related with the
memory function M i�v,t� that characterizes the dissipation
process. Let us consider the consequences of delta and expo-
nential correlated forces. In the first case, the force is sup-
posed to be proportional to a vectorial Wiener process,
f i(t)�bik�ZL ,xL ,t�dWk(t)/dt , and the Markov limit of �26�
for t�0 is given by �B0�B�Z0 ,x0 ,0��

d

dt
ZL

i � t ���� dv ��v,t �g0
�1�v�� M i�v,0�

�
	

	vk �B0
ik�0� ��bik

dWk

dt
� t �. �29�

A comparison of this equation with the nonlinear Markov
equation �14b� with the relations �16a� and �16b� shows, that
for the considered homogeneous and stationary turbulence
F�g0 , � i��M i and BikF��B0

ik�0�. The equation �27�
for M i represents the relation �16b� for this case. As stated
by Lindenberg and West �Chapter 1.2.2.�,32 a dependence of
fluctuations bik�ZL ,xL ,t�dWk(t)/dt from the present and
perhaps even the past state ZL is expected in general, but it is
a question to be answered if such a state dependence can be
included in a stochastic dynamic description. By the above
results �29�, only an averaged contribution of a state depen-
dence of fluctuations can contribute to the considered sys-
tematic motion, since only �B0

ik�0� acts here. The first term
on the right-hand side of �29� represents a mean drift. By
averaging the equation �29� at t�0, we find that
�d�ZL

i (t)�/dt�(t � 0) � ��dv M i(v,0), since the other terms
do not contribute. For the considered homogeneous and sta-
tionary turbulence we neglect M i�v,0�, which is justified by
�27�. The quantity ZL is then produced by the white noise
term and dissipated by the second term on the right-hand
side of �29�. The latter term becomes a linear function in
ZL(t), if B0

i j is supposed to be uncorrelated with �0 and the
distribution function density of initial states is taken as
Gaussian, g0�v��exp�� 1

2�d
�1)klvkvl� with the dispersion

matrix d . In this case we have
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� dv g0
�1�v���v,t �•

	

	vk �B0
ik�0�

���B0
ik��d�1�kl•ZL

1� t �. �30�

Let us consider now the correlation function following from
this nonlinear Markovian equation. Multiplying �29� for
M i�v,0��0 with Z0

i and averaging leads for t�0 to

d

dt
�ZL

i � t �•Z0
j ��� dv���v,t �•Z0

i �•g0
�1�v�

	

	vk �B0
ik�0�,

�31�

since the stochastic force f i(t)�bik dWk(t)/dt is uncorre-
lated with Z0

i , which follows from the above considered
properties of f i by �dv vj� f i(t)•�0�v���� f i(t)•Z0

j ��0. As-
suming B0

i j to be uncorrelated with �0�v�, which means
�B0

i j•�0�v����B0
i j�•��0�v��, and adopting a Gaussian

g0�v��exp�� 1
2(d�1)klvkvl� as before, this relation �31� be-

comes

d

dt
�ZL

i � t �•Z0
j ����B0

ik�•�d�1�kl•�ZL
1� t �•Z0

j �, �32�

providing with di j��Z0
i •Z0

j � the usual exponential correla-
tion function for homogeneous and stationary turbulence �for
t�0�,

�ZL
i � t �•Z0

j ���Z0
i •Z0

k�•�exp���B0�•�d�1�•t ��k j. �33�

The limit t→0 of the derivative of �ZL
i (t) • Z0

j � is then deter-
mined by

lim
t→0

d

dt
�ZL

i � t �•Z0
j ����B0�

i j. �34�

It is important to note that this result is independent of the
applied assumptions of uncorrelated B0

i j and �0�v� and a
Gaussian g0�v�, which can be seen from �31� for the corre-
lation function of the nonlinear process at t�0 by applying
partial integration. This result �34� is a shortcoming of the
Markov theory, because the derivative of �ZL

i (t) • Z0
j � must

vanish in the limit t→0.34 This behavior is found if processes
in the order of the Kolmogorov microscale are taken into
account, which is considered now.

In order to do this let us consider as a second example an
exponential function for the correlation of stochastic forces
and as above a Gaussian initial distribution function
g0�exp��v2/(2d)�, where one component of the velocity is
considered for simplicity with d as the dispersion parameter.
The stochastic force f is driven by white noise,

d f

dt
��� f ��2�d f•

dW

dt
, �35�

where d f denotes the dispersion d f�� f 2�. The force vanishes
in the ensemble average and its correlation is given by as-
sumed stationarity by � f (t) f (t�s)��d f exp����s��.35 The
correlation time of this colored noise f is ��1. In the limit
��1→0, the stochastic force becomes again delta correlated
as assumed above, since � f (t) f (t�s)�→2d f /�•�(s). The
equation for the stochastic particle velocity reads with these
assumptions for g0 and � f (t) f (t�s)� as

d

dt
ZL� t ���

d f

d �
0

t

dt� exp���� t�t���ZL� t��� f � t �,

�36�

where �28� is used and M i�v,0,x0� is neglected in the equi-
librium, as discussed above. An equation for the acceleration
is obtained, if �36� is differentiated by time and d f /dt is
substituted by �35�,

d2

dt2 ZL� t ����•
dZL

dt
� t ��

d f

d
•ZL� t ���2�d f•

dW

dt
� t �,

�37�

which is again driven by white noise. This equation corre-
sponds with Sawfords equation for the fluid particle
acceleration,5,34,36 if ���1��2 and d f��1�2d , with
�1�1/TL

��� and �2��Re*�1/2/TL
��� . Here Re* is a number that

is proportional to the Reynolds number Re, TL
��� is the La-

grangian integral time scale in the limit Re→�, and �2
�1 is

proportional to the Kolmogorov microscale.34

This model explains well the Reynolds number effects in
models of the turbulent dispersion. For Re→� we find
��1→0, so that the forces f become uncorrelated. But in-
stead of �36�, the velocity is modelled by Sawford by

d

dt
ZL� t ���

1

TL
��� •ZL� t �� f � t �, �38�

so that �37� has to be solved with another initial condition for
the acceleration. Accordingly, we find the solution ZL(t) in
these two approaches by

ZL� t ��ZL�0 �

•� �2 exp���1t ���1 exp���2t �

�2��1

exp���1t �,

with �36�

with �38�
�

�
f �0 �

�2��1
•�exp���1t ��exp���2t ��

�
�2��1��2��1�2d

�2��1
•�

0

t

ds
dW

ds
�s �

•�exp���1� t�s ���exp���2� t�s ���. �39�

In both models, for asymptotically large times the velocity
autocorrelation function is obtained to be �ZL(t)ZL(t�s)�
/d���2 exp(��1�s����1 exp(��2�s���/��2��1�, which
arises from the third term on the right-hand side of �39�.
However, with d���ZL�0��2� the model �36� provides the
corresponding expression for the decay of the initial correla-
tion, which means �ZL�0�ZL(t)�/d���2 exp(��1t���1
exp(��2t��/��2��1� in contrast to �38�, which leads to
�ZL�0�ZL(t)�/d�exp(��1t�. This consistent description of
the decay of correlations becomes important, if other pro-
cesses have to be resolved over times of order �2

�1 �i.e., of
the order of the Kolmogorov microscale�. This may occur in
cases where chemical transformations have to be considered
near sources. By adopting the equation �36�, we find for the
correlation of initial values for small times
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�ZL�0�ZL(t)�/d�1��1�2/2•t2, such that the derivative of this
function vanishes in the limit t→0 in contrast to �34�.

V. THE PRODUCTION–DISSIPATION RELATION FOR
THE TKE

As stated above, the Lagrangian equations can be cho-
sen, so that the AHE are guaranteed up to second order for
the moments of the stochastic processes, or for the whole
infinite hierarchy of equations, respectively. But in these
equations an unknown time scale 
 may appear arising, e.g.,
from the applied approximations, as discussed in Sec. II. The
estimation of this time scale 
 for inhomogeneous turbulence
is an important problem and needed, for instance, for the
solution of the equation �1a� and �1b� with the relations �4�,
�10�, and �13� for the coefficients and for the solution of the
second-order equations �11�.37 This time scale determines the
ratio of the total production P tot

ij � Pij ��g �i3V
3j ��g �j3V

3i in
�11� to the dissipation given by the terms proportional to 
�1

on the right-hand side. For 
→0, this input P tot
ij is immedi-

ately dissipated and the terms on the left-hand side of �11�
vanish, which means the fluxes are in balance with the gra-
dients of the mean fields. For 
→�, the dissipation terms can
be neglected and we have DVi j/Dt � Ri j � �P tot

ij , which
means the variances Vi j change as long as the spatial trans-
port is in balance with the input P tot

ij . Consequently, let us
consider the relation between the production–dissipation ra-
tio for TKE and 
, in order to calculate this time scale 
 by
assumptions on that scalar production–dissipation ratio. This
ratio expresses under stationary conditions the amount of
spatial transport of TKE, which plays, e.g., an essential role
under convective conditions.38,39 Hence, the deviation of the
production–dissipation ratio for TKE from unity �caused by
these transports� has to be assessed, which is simpler than
finding 
 directly for inhomogeneous conditions in corre-
spondence with the gradients of the mean wind and potential
temperature fields.

This production–dissipation relation will be derived now
for a vertical stratified flow for simplicity. Let us suppose a
mean horizontal wind U into the x1 direction and a mean
potential temperature �, which depend only on the vertical
coordinate x3. The mean vertical wind W is assumed as con-
stant, so that �ZE��[U(x3),0,W ,�(x3)]. The second-order
equations �11� provide for the TKE budget,

Dq2

Dt
�RKK�2�P�����, �40�

where P��PKK/2��gV34 is the production of TKE and
the mean dissipation rate of kinetic energy is given by
����q2/�2
�, where the time scale 
 is assumed as time inde-
pendent. With this expression for P , the production–
dissipation ratio p�P/��� is then

p��
2

q2 •�TV̂13�V̂34�, �41�

where the normalized time scale T�
 	U/	x3 is introduced.
The variances V̂34 and V̂13 are elements of the matrix V̂ ,
which is introduced by

V̂�� �u1u1� �u1u2� �u1u3� �g
�u1
�

�u2u1� �u2u2� �u2u3� �g
�u2
�

�u3u1� �u3u2� �u3u3� �g
�u3
�

�g
�
u1� �g
�
u2� �g
�
u3� ��g
�2�
2�

� ,

�42�

where all elements have the dimension of the TKE. The re-
lation �41� requires the calculation of V̂34 and V̂13, which can
be obtained by the second-order equation system �11�. In
order to do this the consideration of modified gradients R̂ of
third moments is advantageous, which have the same dimen-
sion as V̂ and are given by

R̂�
•� R11 R12 R13 �g
R14

R21 R22 R23 �g
R24

R31 R32 R33 �g
R34

�g
R41 �g
R42 �g
R43 ��g
�2R44

� .

�43�

If the time dependence is observed in t��t/
 , which is nor-
malized to the time-independent 
, the operator
D/Dt�(•)�[	/	t��	/	x3 W
] �•� is applied and the gradi-
ent Richardson number Ri��g 	�/	x3/(	U/	x3)2 is used,
we obtain from the second-order equations �11� the system
of coupled equations,

D

Dt� � V̂13

V̂14

V̂34

V̂33

V̂44

q2

� �� R̂13

R̂14

R̂34

R̂33

R̂44

R̂KK

� �� �k1/2 1 0 �T 0 0

�Ri T2 �k3/2 �T 0 0 0

0 0 �k3/2 �Ri T2 1 0

0 0 2 �k1/2 0 �k1�2 �/6

0 0 �2 Ri T2 0 �k4 0

�2T 0 2 0 0 �1

� � V̂13

V̂14

V̂34

V̂33

V̂44

q2

� , �44a�
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which includes the variances V̂34 and V̂13. The other compo-
nents of the matrix V̂ obey the equations

DV̂11

Dt�
�R̂11��

k1

2
•V̂11�2T•V̂13�

k1�2

6
•q2, �44b�

where q2 and V̂13 are given as solutions of �44a�, V̂22 is
determined by V̂22�q2�V̂33�V̂11, and the remaining com-
ponents of V̂ satisfy

D

Dt� � V̂12

V̂23

V̂24
� �� R̂12

R̂23

R̂24
�

�� �k1/2 �T 0

0 �k1/2 1

0 �Ri T2 �k3/2
� •� V̂12

V̂23

V̂24
� . �44c�

For the considered vertical stratified flow, the horizontal
components with i�1,2 and j�1,2,3,4 on the left-hand sides
of the second-order equation system �44a�–�44c� will be ne-
glected. The term Dq2/Dt��R̂KK in �44a� can be replaced
by q2(p�1) according to �40�, and DV̂33/Dt��R̂33 can be
replaced in this equation system also by this expression, i.e.
DV̂33/Dt��R̂33�q2(p�1), because V̂11 and V̂22 are as-
sumed to be not contributing to the budget of q2 in this
approximation. The equations system �44a� can be solved
simply, if the time derivatives and gradients of triple corre-
lations are considered as inhomogeneities. In this way V̂34

and V̂13 can be calculated, where a quantity p
 appears, with
(p
�1)•q2�(DV̂44/Dt��R̂44)/k4�DV̂34/Dt��R̂34. The
meaning of p
 becomes clear, if the budgets for the variance
V44 of heat fluctuations and the vertical heat flux V34 are
considered in analogy to the budget equation �40�. The
second-order equations �11� give for these quantities

DV44

Dt
�R44�2�P

���

��, �45a�

DV34

Dt
�R34�2�Pw
���w
��, �45b�

where P

��V34 	�/	x3 and Pw
�(�V33 	�/	x3

�V34 	U/	x3)/2 are the production terms and
��

��k4V44/�2
� as well as ��w
��k3V34/(4
) are the dis-
sipation terms. The parameter p
 is determined by these ex-
pressions by the relation

p
�1�
k4

4
•

��gV44�2

���•��

�
•� P



��

�
�1 �

�
k3

4
•

�gV34

���
•� Pw


��w
�
�1 � . �46�

Hence, deviations of p
 from unity are caused by deviations
of P

 /��

� and Pw
 /��w
� from unity, so that p
 describes
the production–dissipation ratio of heat in analogy to p de-
scribing this ratio for the TKE. Inserting the variances V̂34

and V̂13 calculated by �44a� in dependence on p , p
 , T , and
Ri into �41� leads then to the relation

p�
4

k3
•�p
�1 �

�
T2

T0
2 •� 1�8•

T0
2

k1
2 •�p�1 � � •

Prst��p
�1 �Prut

Pr0

�
Ri T2

Ri0 T0
2 •� 1�4•

T0
2

k1
2 •

Ric Pr0�Ri0
Pr0

2 •�p�1 � � , �47�

for the production–dissipation ratio p . Prst�k3/k1
•�k1k3�Ric/Ri0•4 Ri T2�/�k1k3�4 Ri T2� is the turbulent
Prandtl number Prt�Ri TV̂13/V̂34 for a production–
dissipation ratio p
�1 for heat, Prut�2(k1�2k3)/[(k1
�2)/6�(p�1)]/�k1k3�4 Ri T2� is a contribution related
with an unbalanced ratio p
 of heat, and Pr0�k3/k1 follows
from Prst for a neutral stratification, which means
Pr0�Prst�Ri�0�. Additionally, in the derived relation �47�
the parameters T0

2�3k1
2/[4(k1�2)], Ri0�3k1k3k4/

(4T0
2[k4(k1�4)�3k1]), and Ric�(k3�k4)/k4•Ri0/Pr0 ap-

pear. This relation �47� quantifies the expectation that the
production P of TKE �normalized to the dissipation� is de-
termined by the �quadratic� wind shear T2�(
 	U/	x3)2

and the �unstable� temperature stratification
�Ri T2��
2�g 	�/	x3, which appear as factors on the
right-hand side of �47�. For balanced production–dissipation
ratios p�p
�1, this relation is given by the simple expres-
sion

p�1�
T2

T0
2 •� Prst

Pr0
�

Ri

Ri0
� . �48�

This relation shows that T0
2 is the value of T2 for a neutral

stratification Ri�0 for p�p
�1. The relation �48� is charac-
terized by the parameters Pr0 , Ri0 as well as Ric , which
limits the applicability of �48� as an equation for T by the
condition Ri�Ric . These numbers can be interpreted as flow
numbers.37 As stated by Derbyshire,40 in a free stratified
shear layer of uniform shear and stratification at high Rey-
nolds and Peclet numbers, turbulence is expected to grow or
decay on a time scale of order (	U/	x3)�1, depending on the
gradient Richardson number Ri. The crossover point at
which turbulence neither grows nor decays defines a turbu-
lent critical Richardson number. As shown below, the nor-
malized time scale T�
 	U/	x3 �and for a finite wind shear

 also� becomes infinite for Ri→Ric . Hence, for Ri→Ric the
decay of turbulence by dissipation becomes weaker because
of 
→� and it diminishes at Ri�Ric , so that Ric defines the
critical gradient Richardson number. Here Pr0�Prst�Ri�0�
was found as turbulent Prandtl number Prst for a neutral
stratification and Ri0 is a characteristic gradient Richardson
number, as can be seen from �48�. The first term on the
right-hand side of �48�, PrstT

2/�Pr0 T0
2�, is positive for a posi-

tive Prst , such that the condition 
2•(��g 	�/	x3)
•T0

�2�Ri0 arises from �48�. This relation represents under
unstable stratification a constraint for the dissipation that has
to be large enough �the time scale 
 has to be small enough�
such that convective processes �spatial transports of TKE�
are excluded and the relation �48� can be fulfilled. Conse-
quently, Ri0 characterizes the onset of convective processes
under unstable stratification, in correspondence to Ric , which
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characterizes the onset of turbulence under stable
stratification.37 These flow numbers Ric , Pr0 , and Ri0 can be
estimated by means of their relations with the second-order
closure parameters k1 , k3 , and k4 . It is a common feature of
the estimations of k1 , k3 , and k4 that the fit of these param-
eters is related with the consideration of properties of neutral
stratified flows,22 or the closure parameters are fitted to the
characteristics of different flows.21 These estimations pro-
vide very different data for k1 , k3 , and k4 , as given in Table
I. Additionally, the values of the flow numbers Pr0 , Ric , and
Ri0 , and parameters C0�(k1�2)/3 and C1�2k3�2k4�k1
�Sec. II� are shown in dependence on k1 , k3 , and k4 . The
obtained data for the flow numbers Pr0 , Ric , and Ri0 , as well
as the advantage of considering these numbers, are discussed
in relation to the solution of the second-order equations
�11�.37 The values for C0 in Table I are somewhat smaller
than those estimated by Du et al.45 for this quantity. By com-
parisons with water channel dispersion and wind tunnel mea-
surements they derived C0�3.0�0.5 and discussed the wide
range of estimates of C0 to be found in the literature �e.g.,
the relation to the much higher values derived for this quan-
tity by Sawford5,34 and Pope6�. With the exception of the
value obtained from the data of Zeman and Lumley, C0 is
found here in a range 1�C0�2.33, which agrees qualita-
tively with the findings of Du et al. Measurements of C1
seem to be unavailable. It is remarkable that negative values
of C1 are obtained with the data of Wichmann and Schaller21

and Wyngaard et al.43 This means, e.g., that in these cases
more complicated coefficients Gi j of the linear Lagrangian
model �1b� have to be chosen �in dependence on the vari-
ances�, which cannot be described by the simple choice �13�.

The equation �47� can be considered as a quadratic equa-
tion for 
2 for given production–dissipation rates p and p


and gradients 	U/	x3 and 	�/	x3. The normalized time
scale T�
 	U/	x3 can be estimated by the equation

T2��
1

2A
•�B��B2�4AC �, �49�

where the quantities A , B , and C are functions of the gradi-
ent Richardson number Ri and the production–dissipation
ratios for TKE and heat, p and p
 , respectively. They are
found to be

A�4 Ri•� Ri�Ric
Ri0

��p�1 �•
4T0

2

k1
2 Pr0

2 Ri0

•�Ri�Ric Pr0�Ri0��2 Ric Pr0
2� � , �50a�

B�4 RiT0
2•p�k1

2 Pr0•
Ri�Ri0

Ri0

��p�1 �•
4T0

2

Pr0 Ri0
•�Ri�Ric Pr0�Ri0��2 Ri0 Pr0

2�

��p
�1 �•
16T0

2

k1 Pr0
•�Ri�1�2 Pr0�, �50b�

C�k1
2 Pr0 T0

2•� p��p
�1 �•
4

k1 Pr0
� . �50c�

These quantities depend only on the flow numbers Pr0 , Ric ,
and Ri0 , since the closure parameter k1 can be expressed by
these numbers, k1��2 Pr0�3 Ric�4 Ri0�3 Ri0/Pr0]/
(Pr0�Ri0). Here Ri�Ric appears as a condition for the so-
lution of �49� for p�p
�1. When the wind shear vanishes,
we find from �47� a relation between 
2 	�/	x3 and p and
p
 ,

��g
	�

	x3 •
2

�Ri0 T0
2•

p�4/k3•�p
�1 �

1�4•T0
2/k1

2•�Ric Pr0�Ri0�/Pr0
2•�p�1 �

.

�51�

We note that real solutions of 
2 only exist under unstable
stratification. The values for the production–dissipation ra-
tios for TKE and heat cannot be expected to be near unity, if
considerable transports of these quantities occur, as for in-
stance under convective conditions.37 Since 
 is only well
defined by �47�, if the dissipation is at least of the same order
as the spatial transport, only ranges 0��p ,p
��2 are consid-
ered in Figs. 1 and 2, where the Ri dependence of T is shown
for Ric�0.3, Pr0�1, and Ri0�0.35.37 Here T becomes infi-
nite at a critical number Ri that depends upon p and p
 �and
is equal to Ric�0.3 for p�p
�1�. For increasing instability
of stratification �Ri becomes smaller�, T�
 	U/	x3 also be-
comes smaller. By assuming the wind shear 	U/	x3 as only
a little influenced by the changing stratification, we find that
the time scale 
�q2/�2���� of the TKE dissipation becomes

TABLE I. The second-order closure parameters k1 , k2 , k3 , and k4 estimated by different authors and the flow numbers Pr0 , Ric , and Ri0 as well as C0 and
C1 , calculated by their relations with the closure parameters.

k1 k2 k3 k4 Pr0 Ric Ri0 C0 C1

Wichmann and Schaller21 5.0 0.0 3.4 1.48 0.68 0.20 0.11 1.00 �1.16
Mellor and Yamada22 6.0 0.08 7.5 1.66 1.25 0.68 0.24 1.33 5.68
Zeman and Lumley41 3.25 0.0 7.0 ••• 2.15 ••• ••• 0.42 •••
André et al.42 9.0 0.0 9.7 2.5 1.08 0.85 0.32 2.33 5.40
Wyngard et al.43 6.7 0.0 4.4 1.4 0.66 0.40 0.12 1.57 �0.70
Yamada44 5.0 0.05 11.8 2.0 2.36 0.89 0.43 1.00 14.60
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smaller by the enhanced intensity of turbulence. On the other
hand, we find for growing values of the production–
dissipation ratios for TKE and heat, p and p
 , respectively,
greater values of T�
 	U/	x3. Considering 	U/	x3 as con-
stant, this is found to be plausible, because 
 is expected to
grow �the dissipation is diminished�. Values greater than 1
for p and p
 are found in particular near the surface, and
values smaller than 1 are typical for the upper convective
boundary layer for instance.38,39 The estimation of 
 explains
well the basic features of buoyant plume rise in shear flows14

and the development of anisotropy.37

For the further illustration of the equation �49� let us
consider the described states of turbulence. This can be done
by considering the turbulent motion in the space of invariants
as often applied in the study of possible states of turbulence
and conditions for the realizability of second-order closure
models.2,46 The anisotropy tensor Ai j�Vi j/q2� 1

3•� i j pro-
vides two invariants, II��(A2)KK/2 and III�(A3)KK/3.

These invariants have to be calculated by the second-order
equation system �44a�–�44c�, which depends upon the modi-
fied gradients of third moments R̂ , on the gradient Richard-
son number Ri and on p and p
 , if �49� is applied for T . To
close �44a�–�44c�, the R̂ will be neglected as justified for a
homogeneous shear flow and T is calculated for balanced
ratios for p and p
(p�p
�1) in dependence on Ri. The
equations �44a�–�44c� were solved numerically �by a
Runge–Kutta procedure proved by the comparison with the
analytical solution for Ri�0� under the assumption that the
flow was initially isotropic, that means V̂ i j(t��0)�1/3 q0

2� i j

were chosen for the initial values to solve �44a�–�44c�. Here,
q0

2 is twice the TKE at the initial time and the chosen initial
value of V̂44 leads only for Ri�0 to small variations in the
initial stage of the calculated elements of Ai j, but does not
influence the stationary values. This permits the calculation
of the invariants as functions in time as shown in Fig. 3 for
different gradient Richardson numbers Ri. The parameter
values are Pr0�1, Ric�0.3, and Ri0�0.35, as above. The
dashed lines in Fig. 3 depict the Lumley triangle, where the
limits describe two-dimensional turbulence �upper line� and
axisymmetric states �the two other lines�.46 The motion starts
in �III,�II���0,0� and ends in stationary points �IIIs ,�IIs�,
which appear as a consequence of the calculation of T . These
stationary points are found for all gradient Richardson num-
bers Ri at the line

3IIIs�
2

k1
•IIs�

8

9k1
3 �0. �52�

This is an important relation between these two invariants. It
corresponds with the upper limit of the Lumley triangle for
k1�2. This result is only a consequence of the assumed bal-
anced ratios p�p
�1 for which T is calculated, since these
conditions require that the stationary values of R̂ are zero.
This picture shows that the described states of turbulence are
realizable. Whereas states for negative Ri reach directly its
stationary point, it is shown in Fig. 4 for Ri very near Ric ,
that the state curve for positive values of Ri approaches

FIG. 1. The dependence of the normalized time scale T�
 	U/	x3 on the
gradient Richardson number Ri for different production–dissipation ratios p
for the TKE. The parameters are set to be Ric�0.3, Pr0�1, and Ri0�0.35.
The production–dissipation ratio for heat is assumed as balanced, which
means p
�1.

FIG. 2. The dependence of the normalized time scale T�
 	U/	x3 on the
gradient Richardson number Ri for different production–dissipation ratios
p
 for heat. The parameters are as in Fig. 1 and the production–dissipation
ratio for TKE is assumed as balanced, which means p�1.

FIG. 3. The development of anisotropy calculated in the space of invariants
II and III. Possible states of turbulence must lie within the Lumley triangle,
which is depicted by the dashed lines. The solid lines give the evolution of
the system for different gradient Richardson numbers Ri.
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gradually to the stationary point. As the first point 1 is
reached, the points 2, 3, 4, 5 are passed, and the motion ends
finally in the non-numbered stationary point between the
points 4 and 5. This qualitative different behavior seems to
be caused by 
→� for Ri→Ric . A direction of turbulent
motion is defined �aimed to the stationary state�, if the time
scale 
 is finite. If 
 becomes infinite, this directed motion
diminishes and we find the oscillations as depicted in Fig. 4.
This relation �52� can be used, for instance, for the calcula-
tion of k1 by measurements of the invariants. Adopting the
data (A11,A22,A33,A13)��0.137,�0.083,�0.053,�0.165�
that were estimated by Champagne et al.47 for p�p
�1,
one obtains k1�8.0 in a good agreement with k1�8.3, which
follows from the applied values of the flow numbers and was
used by Pope for simulations of developing anisotropy.1

VI. CONCLUDING REMARKS

Lagrangian models are very convenient tools for the in-
vestigation of the relations between production, dissipation,
and turbulent transport of TKE as well as the description of
fluid particle dispersion in complex flows. The derivation of
such models is investigated here for non-neutral flows, i.e.,
the essential new aspect of the here presented equations is
the incorporation of the potential temperature of particles. At
first linear and nonlinear Markovian equations are derived in
correspondence with the AHE �Secs. II and III�. The AHE
are taken in an approximation for the dissipation correspond-
ing with Kolmogorov’s theory and the simple Rotta model is
used if pressure fluctuations have to be considered. By
adopting these approximations, a time scale of the dissipa-
tion of TKE has to be determined. This is done in the fifth
section by considering the production–dissipation ratio of
TKE, where in particular nonlocal processes are taken into
account in this time scale relation. The states of turbulence
that are described in this way are found as realizable and as
corresponding well with the Lumley theory,46 where the
simple relation �52� is found for the stationary values of the

invariants. Nonlinearities of the velocity and potential tem-
perature arise in the derived equations, if spatial gradients of
the variances exist, as given by �19c�. But the effects of these
terms have to be further investigated, because the influence
of these gradients can also be found in the drift terms of the
equations that are linear in the velocity and potential tem-
perature �and may be nonlinear in the particle position�.

The nonuniqueness of these derived equations is dis-
cussed in the third section. It is shown that through the AHE
only constraints appear for �symmetric� components of quan-
tities that determine the particle properties �as, e.g., the ma-
trix G , Sect. II�. More explanation about these quantities can
be expected, if the Lagrangian models are derived directly
from the hydrodynamic equations. As a step into this direc-
tion, the derivation of �nonlinear and non-Markovian� sto-
chastic equations according to concepts of the nonequilib-
rium statistical mechanics is investigated in Sec. IV. This
permits the consideration of arbitrary colored noise and
memory effects, which is important for the description of
lower-Reynolds number flows. Sawford’s equation5,34 for the
particle acceleration is derived and some consequences are
discussed arising from the approach presented here. With
respect to the nonuniqueness problem, it is worth emphasiz-
ing that the derived linear equations �1a�–�1b� with �4�, �10�,
and �13� depend only on three flow numbers for balanced
ratios of the production and dissipation of TKE and heat.
This is formally analogous to the nonaveraged hydrodynamic
equations, where the role of the molecular constants appear-
ing in the latter equations is played now by the flow numbers
in this larger scale. These equations are completely deter-
mined, because the mean values of wind and potential tem-
perature can be calculated within the solution algorithm. This
requires, first of all, the estimation of the mean pressure gra-
dient, which can be calculated from Lagrangian quantities as
observed by Pope.17 Through their simplicity, these equa-
tions are very convenient to assess the effects of the other
contributions appearing in �12�. Further investigations in par-
ticular to the description of non-neutral stratified flows seem
to be well suited to get further explanations to the perfor-
mance of different Lagrangian models.
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43J. C. Wyngard, O. R. Coté, and K. S. Rao, ‘‘Modeling the atmospheric
boundary layer,’’ Adv. Geophys. 18A, 193 �1974�.

44N. Yamada, ‘‘Model for the pressure terms in the equation for second-
order turbulence moments,’’ J. Meteorol. Soc. Jpn. 63, 695 �1985�.

45S. Du, B. L. Sawford, J. D. Wilson, and D. J. Wilson, ‘‘Estimation of the
Kolmogorov constant �C0� for the Lagrangian structure function, using a
second-order Lagrangian model of grid turbulence,’’ Phys. Fluids 7, 3083
�1995�.

46J. L. Lumley, ‘‘Computational modeling of turbulent flows,’’ Adv. Appl.
Mech. 18, 123 �1978�.

47F. H. Champagne, V. G. Harris, and S. Corrsin, ‘‘Experiments on nearly
homogeneous shear flows,’’ J. Fluid Mech. 41, 323 �1970�.

716 Phys. Fluids, Vol. 9, No. 3, March 1997 Stefan Heinz


