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Overview / Module Goals

Understand what an LLM is

How to use open source LLMs such as ChatGPT and Gemini
Understand the capabilities and limitations of LLMs in practice
How to use ZeroGPT to identify LLM generated text

Yy VvV VvV VYV

LLMs in writing, math, and coding



LLM: Definition

» Large Language Models (LLMs) are a class of
foundation artificial intelligence (Al) models

» Primarily designed to understand and generate
numan-like text

o Generative Al models create new content as their output, can
be text, images, music, code, efc.

o Natural Language Understanding (NLU)
o Natural Language Processing (NLP)
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Model Detalls

» Largely based on deep learning techniques

~ Neural network architectures such as
transformers, which are designed to work
with sequential data

» Comprised of mulfiple layer neural networks

» Networks have parameters that can be
tuned for performance

HIDDEN

» Transformer networks include an attention -

mechanism which captures relationships @ 10 o
within the data ) O‘
o This increases their capability fo recognize % O
( -

context
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» LLMs are foundation models Token g

ized text

o Trained on (very) large amounts of data to ,
provide foundational capabilities to apply T o —
the model to many different cases and task o enbets e

o LLMs are typically frained on the equivalent [ r r
of billions of pages of text . [[[I\[WI r[rl rrrl

" Output text

» Modellearns to predict the next word in a
sentence

o Uses context based on previous words

» Tokens: sequence of characters within @
sentence (such as a word)

» Learns by assigning a probability score to the The aarden was full of beautiful |
tokenized words : < : st e b ooy m

Input | Output |

» Tokens are transformed into embeddings:

numerical representations of text O
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» LLMs are foundation models

o Trained on (very) large amounts of data to
provide foundational capabilities fo apply | |
-I-he model -I-O mOny dlfferen-l- cases Ond -I-Osk ®  If you have three oranges and eat one, you are left with two oranges.

o LLMs are typically trained on the equivalent
of billions of pages of text

» Modellearns to predict the next word in a

| have three oranges and | eat one, | am left with

Washington is to US as London is to

sentence
: Washington is to the United States as London is to the United Kingdom. Both are capital cities of
o Uses context based on previous words their respective countries
» Tokens: sequence of characters within @ » A O
sentence (such as a word)
» Learns by assigning a probability score to the Washington is to US as Cheyenne is to
tokenized words
> TO ke ﬂS are TFO ﬂSfOFmed IﬂTO em bed d | ﬂgS. ®  washington is to the United States as Cheyenne is to Wyoming. Both are the capital cities of their
NUMErI COI re prese n‘I'O '|'| ons Of 'I'ex‘l' respective regions: Washington, D.C,, for the U.5. and Cheyenne for the state of Wyoming.

PO



Increasing Performance

» Prompt engineering and prompt tuning to increase the likelihood of
a robust output

» Reinforcement learning with human feedback (RLHF)
o Used to remove biases, inappropriate speech and incorrect answers

» Since models must be frained on large datasets, it is very time
intensive

o Models aren't updated with most recent information

» Thus, some models have the capability to search the internet to
inform their output



ChatGPT - Introclticlion

>

>

Chat Generative Pre-Trained Transformer (ChatGPT) is an Al chatbot
released by OpenAl in 2022. (latest version is GPT-40 as of May 2024)

The core function of ChatGPT is fo mimic a human conversationalist.

Al chatbots have existed for many years, but the domain of their
conversations are very limited, and their application is usually limited to
specific tasks (e.g. online customer service).

However, due to the cutting-edge model architecture, reinforcement
learning with human feedback, and an enormous and meticulously
curated textual data set, ChatGPT is the most versatile and robust Al
chatboft fo date.

Many other companies (Google, Microsoft, Amazon, etc.) have also
developed competitor chatbofts using the same ML techniques.



ChatGPT - Introclticlion

>

>

ChatGPT is a large language model, a type of Al trained on vast
amounts of curated text from the internet.

The underlying architecture of GPT is the Transformer, a family of
neural networks which have been the premier natural language
processing model since its inception in 2017.

ChatGPT learns syntactic and semanftic language patterns by
analyzing billions of sentences and words.

It is an autoregressive model, meaning that it generates the next most
likely word in its output by looking at its previously generated words.

The model’s responses are generated based on probability of word
occurrence, and the computer doesn’'t “*actually understand” what
it's saying.

This means that there is no guarantee that what ChatGPT outputs is
accurate or sensical.



ChatGPT - Capabilities

» Due to its emergent versatility, ChatGPT can perform many complex tasks,
including but not limited to:

>

e V. .V Vv

Writing and debugging computer programs
Composing essays and stories

Translating or summarizing text

Answering examination questions

Simulate scenarios

Perhaps most interestingly, receive feedback and remembers conversations, allowing
extended and dynamic conversations.

» Much development has been done to increase the accuracy of ChatGPT's
responses, reduce bias in answering subjective/controversial topics, and overall
reduce harmful or deceitful responses.

» While large improvements have been made, ChatGPT still receives criticism for its
shortcomings.



ChatGPT - Limitations

>

A limitation in all Al systems are the quality of the training data.
Despite the large training data set, it is not “*knowledgeable” about
many events, especially recent ones.

ChatGPT tends not to be able to provide in depth information,
sticking to summaries and short answers.

Since no curated data set can be unbiased, each iteration of
ChatGPT is criticized for its perceived political bias when discussing
politicians, world events, and public figures.

As more training and human feedback are always being given to
the model, these issues are ever-changing and not consistent.



ChatGPT — FlEiaianss

» Go to hitps://openai.com/index/chatgpi/ and sign up for an account (can use
Gmail account).

» After confirming, you can access the service from the same page by logging in.

@ New chat @ ChatGPT ~

Research Products Safety Company

November 30, 2022

Introducing ChatGPT 6

How can | help you today?

Try ChatGPT A Read about ChatGPT Plus 7

Write a text Give me ideas

Sign up or log in
Get smarter responses, upload files Give me tips Tell me a fun fact
and images, and more.

Sign up

By messaging ChatGPT. you agree to our Terms and have read our Privacy Policy.


https://openai.com/index/chatgpt/

ChatGPT - How o Use

@

& ChatGPT

o0

oo Explore GPTs

++ Upgrade plan
i

Get GPT-4, DALL-E, and more

@

ChatGPT v

<

ChatGPT
starter gquide

@ Message ChatGPT

©

2z k)
Message to Python script for

comfort a friend daily email reports

ChatGPT can make mistakes. Check important info.

1
MLAHST

1S
Explain

superconductors



ChatGPI — EclEEiNEIs

» Students can utilize ChatGPT for the following purposes:

» Quickly generating text for writing assignments based on prompt
» Text summarization
» Essay writing

» Getting step-by-step solutions to math problems

» Use instead of or along with a search engine as a information gathering tool.

» ChatGPT and similar Al tools are a paradigm shifting tfechnology, and their
Impact on many sectors, including education, will be equally unpredictable
and profound.

» One thing we can be sure of; Al tools like ChatGPT are only going to
become more widespread.

» It is important for you to know the capabilities and limitations so you can use
it as a tool and not a crutch.



ChatGPT — Writing

» ChatGPT can be used for generating writing based on a simple prompt

Write me a paragraph summary of the Watergate scandal.

The Watergate scandal was a political crisis that unfolded in the early 1970s in the United

States. It began on June 17, 1972, when five men were arrested for breaking into the

Democratic Mational Committee (DMC) headquarters at the Watergate complexin

Washington, D.C. Over time, it was revealed that the break-in was orchestrated by individuals
connected to President Richard MNixon's re-election campaign. As investigations progressed,
it became apparent that the burglary was just one part of a larger pattern of illegal activities,
including wiretapping, surveillance, and sabotage, conducted by the Nixon administration.
The scandal eventually led to Mixon's resignation on August 8, 1974, to avoid impeachment
and removal from office. The Watergate scandal i1s widely regarded as a defining moment in
American politics, eroding public trust in the government and highlighting the importance of

transparency and accountability in democratic systems.

» For most well-documented subject matter, ChatGPT can be quite coherent
and factually correct.

» Try a couple prompts of your own.



ChatGPT — Writing

>

There are a few (imperfect) tools, also based on Al models, which purport to
detect whether text was written by a language model, including OpenAl’s own
Al text classifier and the third party ZeroGPT.

The next slide shows ZeroGPT's assessment on three writing samples.
Note that these detection tools are lagging behind the language models.

My own written summary was still flagged as likely to contain Al generated
content, so these measures are not perfect yet.

Try to copy and paste a ChatGPT response you generated into ZeroGPT.


https://platform.openai.com/ai-text-classifier
https://www.zerogpt.com/

ChatGPT — Writing

Summary generated by
ChatGPT

give me insights of todays football game between UW and BYU

Searched 3 sites

The University of Wyoming Cowboys face off against BYU today in an anticipated game at War
Memorial Stadium in Laramie. BYU has historically dominated this rivalry, holding a 46-30-3 record
over Wyoming. Wyoming enters the game looking to overcome challenges, particularly with injuries,
including missing their top running back, Harrison Waylee. BYU is expected to capitalize on this by
focusing on stopping Wyoming's running game and forcing them to rely on their passing attack,

which has struggled early in the season(KS

Kickoff is at 7 PM MT, and the game will be broadcast on CBS Sports Network. Wyoming's defensive

strength, particularly on the line, could make this a competitive matchu

OO POy

Your Text is Human written

11.56%
Al GPT*

The University of Wyoming Cowboys face off against BYU today in an anticipated game at War Memorial

Stadium in Laramie. BYU has historically dominated this rivalry, holding a 46-30-3 record over Wyoming.
Wyoming enters the game looking to overcome challenges, particularly with injuries, including missing
their top running back, Harrison Waylee. BYU is expected to capitalize on this by focusing on stopping

Wyoming's running game and forcing them to rely on their passing attack, which has struggled early in

the season(
KSL Sports

X

KSL Sports

)-

Summary
written by
ChatGPT is
classified as
Human
written text

Your Text is Al/GPT Generated

»

75.32%
Al GPT*

Here's a concise summary of Large Language Models (LLMs):
LLMs are advanced Al systems trained on vast amounts of text data to understand and generate human-

like text. Key points:

Capabilities: Understand context, generate coherent text, and perform a wide range of language tasks.
Examples: GPT (OpenAl), BERT (Google), LLaMA (Meta), Claude (Anthropic).
Applications: Chatbots, content creation, code generation, language translation.

Challenges: Potential biases, hallucinations, and ethical concerns.

Impact: Revolutionizing natural language processing and Al applications across industries.

Summary
written by
me. | tried to
replicate the
professional
and neutral
tone of
ChatGPT.




ChatGPT — Writing

» Tips:

» Explore ChatGPT by messing around with it. Ask it questions on a variety of topics,
factual and subjective, and get a sense of its tone, capabilities, and limitations.

» You could think of ChatGPT as a system which gives a response which is the
“statistical consensus” of its fraining data set. Thus, ChatGPT tends to speak in a
formal tone, often restates part of the prompt given to it, and is rather ambivalent
on Mmost opinionated topics. This makes generated text differentfiable from that
written by a student.

» While you likely will not find much success writing entire assignments with Al tools,
these tools are very valuable for gathering information. Ethical usage is key when
it comes to your education.



ChatGPT - Math

» Asits primary use is as a natural language processor, it only “understands”
quantitative reasoning in so far as it understands logic from semantics.

» ChatGPT has mixed results when it comes to solving math problemes.

» While it can sometimes answer a question with impressive insight, it can also
fail with equal confidence.



ChatGPT - Math

» Response of different versions of ChatGPT to solve a system of math problems:

“ 241 - (-241) + 1

241 - (-241) + 1is equivalent to 241 + 241 + 1, which simplifies to 483 + 1. So
241 - (-241) + 1is equal to 484.

241-(-241)+1

It seems like | can't do more advanced data analysis right now. Please try again later. However, you

can easily calculate the result manually:

241 — (—241) + 1 =241 + 241 + 1 = 483. ()

OO PO




find the derivative of this function with complete process f(x) =

» Here | ask ChatGPT to find derivative of a function:

To find the derivative of the function f(;c:) =3z + 2z 1, we'll use basic rules of differentiation.

find the derivative of this function f(x) = 3x*2+2x-1 rlere’s the step-by-siep process:

Given Function:

Step 1: Apply the Power Rule

®  The derivative of the function f (z) =

The power rule states that if f(z) = az®, then f'(z) = n - az" L.

1. Derivative of 3%

OO PO

s Apply the power rule where n = 2

Analysis

. Derivative of 2x:

e This is a linear term, and the derivative of ax is simply a.

python
sympy sp Always show details @ (P Copy code . Derivative of —1:
* The derivative of a constant is always zero.
d .
x = sp.symbols( x") —(
oo oEyEro 4 oEy dx

Step 2: Combine the Results

. . . Now, we sum the individual derivatives:
derivative t = sp.diff(f, x)

derivative f f(xz) =6z + 2

Final Answer:

Result

6% + 2 The derivative of the function f(x) = 32? | 2z

4




ChatGPT — Math

» Here | ask ChatGPT to find derivative of a function:;

-

write me python code to solve derivative of f(x) = 3x*2+2x-1

&) Here is a Python code using the sympy library to compute the derivative of f(z) = 3z? + 2z — 1

(P Copy code

sp.symbols( x")

Hkk ) 4 Oy

derivative f = sp.diff(f, x)




ChatGPT - Math

» However, when asked to
C O | C U | G Te 2 _x (COS (57[/8) by ]) To evaluate the expression 2 * (cos(2 * m / 8) - 1), we can use the properties of trigonometric

functions and basic arithmetic operations.

Whatis 2* (cos(d* pif8)-1)?

what is 2*(cos(5*pi/8)-1)?

First, let's compute the value of cos(d * 1 / 8). Since 1 radians is equal to 180 degrees, we can

convert 5 * 11/ 8 to degrees:
Let's break down the calculation 2 x (cos(bm/8) — 1). 5%1/8=180*(5/8) = N2.5 degrees

1. Calculate COS(S'}T_;’r 8) Mext, we calculate the cosine of 12,5 degrees. Note that cosine is a periodic function with a
cos (57]_;{ 8) ~ —0.3827. period of 360 degrees, so cos(112.5 degrees) is equivalent to cos(112.5 degrees + 360

degrees):
Subtract 1 from cos(57/8):
cOS (57]_;; 8) 1~ 0.3827 1— 1.3827 cos(12.5 degrees) = cos(112.5 degrees + 360 degrees) = cos(472.5 degrees)

-~

Since cos(x) = cos(360 degrees - x), we can rewrite cos(472.5 degrees) as cos(360 degrees -

472.5 degrees):

Multiply by 2:
2 x —1.3827 = - 2.7654.
cos(472.5 degrees) = cos(360 degrees - 472.5 degrees) = cos(-112.5 degrees)

Thus, 2 X (cos(bm/8) — 1) =~ —2.7654.

The cosine function has symmetry around the y-axis, which means cos(-x) = cos(x).
Therefore, cos(-112.5 degrees) is equal to cos(112.5 degrees).

U SN R
Mow, we can evaluate the cosine value using a calculator or trigonometric tables to find:

cos(112.5 degrees) =~ 0.92388 o

Substituting this value back into the original expression:

= —0.382683432365

9 2*{cos(B5*m/8)-1)=2*(0.92388 - 1) =2 * (-0.07612) = -015224

= —2.T76536686473 S0, 2* (cos(B * 1 / 8) - 1) is approximately equal to -015224. o




ChatGPT - Math

» Now asking ChatGPT to solve
the indefinite integral [ sec(x) dx

Final Answer:

» However, this is not equal fo the / sec(z) dz = In|sec(z) + tan(z)| + C
answer given by WolframAlpha. '-

» While ChatGPT has some level This is the indefinite integral of sec(x) d.
of mathematical sophistication,
it sfruggles with true logical
reasoning, and cannot
calculate expressions correctly. (R TEEEEE et =)

%k NATURAL LANGUAGE | JFa MATH INPUT [ EXTENDED KEYBOARD 233 EXAMPLES 4 UPLOAD 3@ RANDOM

Indefinite integral | [« Step-by-step solution |

X

fsec(x_l dx = log(sin[:2)+ cos(é]) - log[cos[z) - sm[%)) constant




ChatGPT - Math

» Tips:

» ChatGPT will/will not tell the user that it doesn’t know how to solve a problem,
some time it will just make things up that resemble mathematical logic.

» Many existing tools, such as WolframAlpha and Symbolab, already offer a wide
variety of free and paid assistance in solving a variety of math problems,

» However, ChatGPT is quite good at summarizing mathematical concepts, and
can be prompted to rephrase or reduce the assumed expertise of the audience.

what is 2*(cos(5*pi/8)-1)

&) It seems like | can’'t do more advanced data analysis right now. Please try again later. However, you

can easily calculate 2 x (cos(5m/8) — 1) using a calculator or in Python with libraries like math . If

you'd like to see the Python code to do this, feel free to ask! [>-]




ChatGPT - Math

» Prompting ChatGPT for an explanation on a mathematical concept tailored

to different audiences

Explain the difference between rational and irrational numbers

Rational and irrational numbers are two distinct types of real numbers, each with specific properties.

Here's a breakdown of their differences:

1. Rational Numbers:

Definition: Rational numbers are numbers that can be expressed as the ratio (or fraction) of two
integers 3, where a and b are integers, and b 3

1

5 (since 5 = %), 0 (since 0 =

Examples:

Decimal Representation: Rational numbers either terminate (e.g., 0.5) or repeat in a pattern

(e.g, 0.333..).

2. Irrational Numbers:
Definition: Irrational numbers cannot be expressed as a fraction of two integers. Their decimal
representations are non-terminating and non-repeating.
Examples: m, v (Euler's number).

Decimal Representation: Irrational numbers have infinite decimal places without any repeating

pattern. For instance, 7 ~2 3.141592653... goes on forever without repeating.

Key Differences:

1. Form: Rational numbers can be written as a fraction of two integers, whereas irrational numbers
cannot.
. Decimal Representation: Rational numbers have either a terminating or repeating decimal

expansion, while irrational numbers have a non-terminating, non-repeating decimal expansion.

. Examples: _{ 0.75 are rational, while 7, /3 are irrational.

Common Misconception:

® Some may think that numbers with long decimals are irrational, but a repeating pattern (e.q.,
0.666...) still makes the number rational. What makes a number irrational is the absence of any

pattern in its decimal expansion.

Explain the difference between rational and irrational numbers to an
audience of Junior High School Math Students with Limited
knowledge of the subject

@  Let's talk about rational and irrational numbers in a simple way.

Rational Numbers:

Think of rational numbers as "friendly” numbers because they can be written as a fraction. A

L 3
fraction is when you have one number on top of another, like 7.

The top number (numerator) and the bottom number (denominator) are whole numbers, and
the bottom number can't be zero.

1 3

Examples: Numbers like and even whole numbers like 7 (since 7 = 1) are all rational.

Rational numbers can also be written as decimals. These decimals might stop (like 0.5) or repeat

in a pattern (like 0.3333..).

Irrational Numbers:

* Now, irrational numbers are the "mysterious” numbers because they cannot be written as a

fraction. They are special because their decimals never end and they never repeat.

For example, have you heard of 7 (pi)? It's about 3.14, but the numbers after the decimal go on

forever and don't repeat! That makes it irrational.

Another example is 4/ 2 (the square root of 2). When you put it in a calculator, it gives you a

long decimal that keeps going, and it doesn't follow a pattern. That's why it's irrational.

Simple Difference:
* Rational numbers can be written as fractions (like 3 or 0.75), and their decimals either stop or
repeat.
Irrational numbers can’t be written as fractions, and their decimals go on forever without
repeating.
Example:
* Rational: 5 = 0.5 (the decimal stops).

¢ Irrational: m == 3.14159. .. (the decimal keeps going and never repeats).




ChatGPT — G @Sl

» ChatGPT can generate code in most programming
languages

o Built in code interpreter
o Trained the same as with any other domain

» Pick a module and experiment writing
prompts to generate code

» Be specific about what you want and how
» Suggest changes and see how it responds



ChatGPT v

Explore GPTs

85 Explore GPTs

» There are many custom GPTs
available

» Alluse ChatGPT, but are trained
on more specific content areas

Top Picks

Featured

» Many have specific prompts

Consensus (VA=A Grimoire

“ Ask the research, chat directly with ' T It % Code Wizard MNew Grimoire

» Pick a couple to try out

ature. - @ PROA

Search references, get simple... https://apple.co/3YRykm3 ¢ Buil...

Trending

PDF Al PDF

The ultimate document assistant.

Securely store and chat with PDFs,
CSVs, TXT, Markdown and Excel...

image generator

ChatPRD - Al for
Product Managers

An on-demand C
Officer that dra proves
your PRDs, while coaching you to

Write For Me



Google Gemini

» Similar to ChatGPT, primarily built for research

o Built in tools for fact verification using Google search results
» Trained on specific use cases for industrial applications
» Can also generate images



Gemini ~

Hello, UWYO ML4HST
How can | help you today?

Brainstorm ideas for a Asa social trend What's the reaction to Suggest videos to
mocktail given specific expert, explain a term and impact of quickly solve a
ingredients autonomous vehicles problem

7

Humans review some saved chats to improve Google Al. To stop this for future chats, turn off Gemini Apps
Activity. If this setting is on, don't enter info you wouldn’'t want reviewed or used. How it works

Manage Activity — Dismiss

Enter a prompt here E ¢

Gemini may display inaccurate info, including about people, so double-check its responses. Your privacy & Gemini Apps


https://gemini.google.com/app

Using Google Gemini

» Image Generation GPT vs Gemini

» Latest versions of ChatGPT leverages DALL.E 3 to
generate images

o generate image of a strawberry on plant ready for robotic harvesting

'* Sure, here is an image of a strawberry on a plant ready for robotic harvesting:

174 generate image of a strawberry on plant ready for robotic harvesting

Generate more

GPT Gemini




Fact Verification

» Use Gemini's double-check response feature by clicking on
the Google logo at the end of your generated response

» Then, expand highlighted text

Imagine a robotic arm with three joints. In forward kinematics, if you know the angles

of each joint, you can determine the exact position of the gripper at the end of the
of each joint, you can determine the exact position of the gripper at the end of the

arm. In inverse kinematics, if you know the desired position of the gripper, you can

arm. v Ininverse kinematics, if you know the desired position of the gripper, you

calculate the necessary angles for each joint to reach that position. can calculate the necessary angles for each joint to reach that position. ~

Applications: Applications:

+ Robotics: Controlling robotic arms to perform tasks like assembly, welding, or

painting. ~ —

» Robotics: Controlling robotic arms to perform tasks like assembly, welding, or

painting.

« Computer animation: Animating characters or objects in movies or video games. e G e AT

The Stanford arm. An engineer can use forward kinematics and inverse
kinematics to figure out the positions of end effectors and manipulate the...

« Virtual reality: Simulating the movement of objects in a virtual environment.

In summary, forward kinematics is used to calculate the end-effector's position from

control.com

joint angles, while inverse kinematics is used to calculate joint angles from a desired

end-effector position. « Computer animation: Animating characters or objects in movies or video games.

w

o @




Code Generation

» ChatGPT vs Gemini

» Prompt sentence “write me a code for agglomerative hierarchical

clustering using input from semantic segmentation and instance
segmentation outputs”

GPT

Foartursa = []
Srorbance sk (v instance segrbtion
rortance_rdices = mp.uhere(isatance mank = 1)
nize = Leriinwtancs_irdices|?]]

cwrtredd_x = npmsasdinstance_indices | ]]
cwmtredd y = npossandinutencs_indices|[2]]

irwrtance_clsm * mesmrtic ssgesrtation| int{oenteedd w), {omntraid_xh]

Fewrturss. sppend([ cantrold x, certredd y, wive, Lexkwncs class]l

rp_srray fasturan)

{Fwartures, mom_clurberas:):

clustering = Mgglomsret fvellostmring(n_clusterssms cluters)

llllllllll = chotwring. fit_precict] festoe)
cluntar_labsl
{ drertance_ssgmentation, cluster latslsh:
Luvter_nn o, { iratancs_sagmentwtioef o], Stypsnn. st
sk, Srortance mmk { inxtance_ss gt atdon)
clurter_color = int{cluster_labmlafidu]] * ) %
clurter_nap] inxtance mask o= 1] = cluster_cslor
Pt Smshoey cloxter_map, Cuspe ¥
plt.Edtla) 1]
Pt ahoaef
name__ ==

nmmantic_segmestation = np.randon.rediet{Z. o, (107, 1020

irrtance_ssgmestution = [op.recdos rednb(, 2, (108, 120]) {15X)

faartores = wrtract fesbores ssmntic_ssgeentation, Lo egertst-ion)

cluster_labals = parfore sylomrstive_clustecing fastores, mm clurtsas)

vimslize clusters(instancs_ssgmestwtion, cluster lstels)




Code Generation
» ChatGPT vs Gemini

» Prompt sentence “write me a code for agglomerative hierarchical
clustering using input from semantic segmentation and instance
segmentation outputs”

Gemini
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Similar Tools

Claudi from Anthropic
Meta Al by Meta
Microsoft Copilot by Microsoft
And many more
Specialized LLMs for code generation
» OpenAl Codex
» Github Copilot
» AlphaCode
» InCoder
Specialized for Image Generation
» DALLE3
» Stable Diffusion
» Imagen
» Deep Dream

J¢Claude

@ GitHUb Cﬂw. OpenAl Codex

@ DALL-E

Deep Dream Generator

stability ai
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