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A.1

Measuring the Three-Dimensional Wind Vector Using a Five-Hole Probe

Five-hole air velocity probes (FHPs) do not provide very high temporal resolution

(e.g., compared to a constant temperature anemometer (CTA)) but are robust

instruments that can be easily deiced, allowing measurements up to about 100 Hz.

The limit of temporal resolution is mainly due to limited response time of the

connected pressure transducers and resonance effects in the connection tubes and

in the cavities of the pressure transducers.

The following description mainly addresses FHPs that measure (in addition

to the static air pressure) only differential pressures (Lemonis et al., 2002). In

larger probes (e.g., pressure holes in the aircraft fuselage as applied to the space

shuttle or the F-18 High-Angle-of-Attack Research Vehicle), the measurement of

the individual absolute pressures is possible and allows an even more accurate

determination of the flow angles (Weiß and Leißling, 2001; Weiß 2002). Airflow

systems involving more or less than five holes (Crawford and Dobosy, 1992; Sumner

2000; Pfau et al., 2002) can be treated more or less like a FHP.

The local wind vector in the aircraft coordinate system is determined from the

dynamic pressure increment 1pq and the pressure differences between opposite

pressure holes in the FHP, that is, the pressure difference in the horizontal plane,

1pβ = p4 − p2, and in the vertical plane, 1pα = p1 − p3, where pj denotes the

individual holes of the FHP, with p5 being pressure at the central hole (Figure

2.14). The pressure differences 1pα and 1pβ increase when the angles of attack α

and sideslip β increase. But the pressure differences also depend on the airspeed

(and therefore on both the dynamic pressure 1pq and the Mach number) and on

the air density ρ (and therefore on the altitude z). In general, this can be expressed

by

ϕ = f (1pϕ , 1pq, z) where ϕ = α, β, . . . (A.1)

f denotes a functional relation.

Usually, both the influence of the airspeed and the altitude can be considered by

weighting the pressure difference with the dynamic pressure increment. The most
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simple assumption is then

ϕ = 1

KFHP
· 1pϕ

1pq
(A.2)

where the calibration coefficient KFHP considers any disturbance of the airstream

by the FHP (and also by the entire aircraft fuselage) and local stream effects directly

at the pressure hole.

Actually, the most difficult task is the determination of the dynamic pressure 1pq

(or the total pressure ptot) because the stagnation point is usually located somewhere

between the holes of the FHP and therefore cannot be directly measured. The

approximation of the total pressure by the measured pressure p5 at the central

hole of the FHP would lead to a wind vector measurement that is very sensitive to

the aircraft attitude, wind speed, and wind direction (Schlienger et al., 2002) and

provides only minimal accuracy.

In the following, some more sophisticated methods to estimate the correct

angles of sideslip and attack are introduced (Bange, 2009). It is understood that any

offset angle αo or βo due to bias in the pressure transducers or asymmetry of the

FHP has to be quantified earlier in a laboratory, a wind tunnel, or in-flight tests.

Calibration routines, both for wind tunnel experiments and flight maneuvers, can

be found in the literature: Haering (1990); Wörrlein (1990); Haering (1995); Barrick

et al. (1996); Friehe et al. (1996); Khelif et al. (1999); Weiß et al. (1999); Williams

and Marcotte (2000); van den Kroonenberg et al. (2008); van den Kroonenberg

(2009).

A.1.1

Rosemount Method

Given an additional pressure difference measurement

1pref = p5 − p2 (A.3)

between one of the horizontal holes and the central hole (Rosemount method), the

dynamic pressure increment is estimated by

1pq ≈ 1pref + 1

2
1pβ (A.4)

The flow angles are determined by Eq. (A.2) with KFHP set to 0.088 for airspeeds

below 0.6 Ma (Rosemount, 1982). There is a different K for Eq. (A.2) and Eq. (A.4):

Rosemount method 2, Eq. (A.2): K = 0.078, and Rosemount method 1, Eq. (A.4):

K = 0.088. It has to be noted that 1pref refers only to the horizontal plane, that is,

the stagnation point is assumed to be located somewhere on the connecting line

between the two opposite holes #2 and #4. This presupposes two items:

(i) the FHP has to be mounted on the aircraft in a way that α = 0 in the absence

of vertical wind (w = 0) and

(ii) the aircraft is not allowed to perform larger changes in both pitch 2 or roll 8

angles; that is, this method is not suitable for highly dynamic systems.
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An improvement requires an additional differential pressure measurement

between the central hole and one of the holes in the vertical plane (#1 or #3),

resulting in two disjunction equations of type Eq. (A.2):

α = 1

KFHP,α
· 1pα

1pref ,α + 1
2
1pα

(A.5)

β = 1

KFHP,β
· 1pβ

1pref ,β + 1
2
1pβ

(A.6)

It is obvious that this method represents no fundamental improvement compared

to the usual Rosemount method, as no consistent dynamic pressure increment can

be determined.

A.1.2

Five-Difference Method and Calibration

More accurate results an be achieved using five pressure difference measurements:

the difference between the central hole and each of the four remaining total

pressure ports (1p01, 1p02, 1p03, 1p04), and the difference between the static air

pressure and the central hole (1p0s). These measurements are used to determine a

total pressure difference

1p =





1

5

∑

i=0

4 ·



pi − 1

5

∑

j=0

4pj



 2





1
2

+
[

p0 − 1

4

∑

i=1

4pi

]

(A.7)

which uses the absolute pressures. Since the measurement of the absolute pressures

Pi is often not feasible, Eq. (A.7) can also be expressed by the pressure differences

van den Kroonenberg et al. (2008):

1p =
{ 1

125

[ (
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)

2+
(
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)

2

+
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)
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(
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)

2

+
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)
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]

}0.5

+1

4

(

1p01 + 1p02 + 1p03 + 1p04

)

(A.8)

Next step is to calculate the dimensionless pressure coefficients

kα = 1p01 − 1p03

1p
(A.9)

kβ = 1p02 − 1p04

1p
(A.10)

Then, three functions are defined to calculate the airflow angles and the dimen-

sionless coefficient kq (later needed for the dynamic pressure)

α = f1(kα , kβ )

β = f2(kα , kβ ) (A.11)

kq = f3(kα , kβ )



4 Appendix A: Supplementary Online Material

with the general calibration polynomial form (Bohn and Simon, 1975) with

x = α, β, q and typically m = n = 10

fx(kα , kβ ) =
m

∑

i=0

(kα)i ·





n
∑

j=0

Xij · (kβ )j



 (A.12)

Here, Xij represents the individual calibration tensors for the angles of attack

aij (fα) and sideslip bij (fβ ) and for the dynamic pressure qij (fq). Thus, the function

(A.12) contains m × n unknown coefficients Xij that have to be determined via a

system of m × n independent equations (e.g., using a least squares method). The

most accurate method to obtain these equations is measurements in a calibrated

wind tunnel. Combinations of differential pressures with adjusted x = α, β, q can

be achieved by varying the airspeed and flow angles by turning the FHP in the

wind tunnel. Preferably, the FHP is mounted on the aircraft (and not be removed

between calibration and measurement flight). Of course, this is only feasible for

very small aircraft such as Unmanned Aerial Vehicle (UAV) and large wind tunnels.

Finally, the dynamic pressure q is given by

q = 1p0s + 1p · kq (A.13)

A.1.3

In-Flight Calibration

A.1.3.1 The Lenschow Maneuvers

Regardless of where the airflow sensors are located on the aircraft and how

carefully they are calibrated, errors are likely to be present in their measured

outputs. Ground tests are not useful for calculating velocity-related errors. Wind

tunnel tests are difficult and prohibitively expensive for exact simulation of flight

conditions. Therefore, in-flight calibrations play an important role in estimating

errors and correcting aircraft measurements.

Because of the airflow distortion ahead of the aircraft, the airflow angles (attack

α and sideslip β) and airspeed U measured at the aircraft nose or the tip of a nose

boom may differ considerably from the actual values that would be measured far

away from the aircraft (Crawford et al., 1996). The airflow distortion affects not only

the sensitivity but also the zero offset of angle measurements, which, therefore,

must also be determined from in-flight calibrations.

Maneuvers used for this purpose involve changes in U and attitude angles. The

following list summarizes several maneuvers used on NCAR aircraft equipped with

an Inertial Navigation System (INS) and the information that can be obtained from

them; examples of these maneuvers are shown in Figures A.1 and A.2 (Lenschow

and Spyers–Duran 1989).

A.1.3.2 Reverse Heading Maneuver

Fly at constant altitude and heading (usually in smooth air above the boundary

layer) for several minutes. Then turn 180◦ by first turning 90◦ in one direction,
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Figure A.1 Examples of reverse heading and

airspeed maneuvers used to check the qual-

ity of air velocity measurements. The lateral

and longitudinal velocity components are

measured with respect to the aircraft; there-

fore, the measured wind should change sign,

but not amplitude, after the 180◦ turn, if the

wind field remains constant and is measured

without error. An error in airspeed will re-

sult in a difference in the amplitude of only

the longitudinal component before and after

the turn, while an error in the sideslip angle

will similarly affect only the lateral compo-

nent, which simplifies correction procedures.

The airspeed maneuver modulates α and θ ;

if θ is measured accurately, the error in α

can be determined by comparing the ver-

tical wind component with respect to the

aircraft (u sin α) and the vertical wind com-

ponent with respect to the Earth. In this

example, there is little correlation between

the two, so the fluctuations in w are pre-

sumed to be due to turbulence rather than

an inaccurate measurement of α. The air-

speed maneuver can also be used to esti-

mate airspeed-dependent errors in other vari-

ables and the temperature recovery factor.

(From Lenschow and Spyers–Duran, 1989.)

then 270◦ in the other direction at a constant rate so the aircraft flies through the

same volume of air on its return track. This maneuver modulates errors in U and

β, as they are measured in the aircraft coordinate system. The INS errors are not

modulated, however, since they are measured in an inertial frame of reference. If

the wind along the flight track is assumed to stay constant during this maneuver,

differences in the two wind components between the two headings can be used to

independently estimate errors in both U and β. U errors are associated with the

longitudinal wind component; β errors, with the lateral wind component.
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Figure A.2 Examples of pitch and yaw ma-

neuvers. The pitch maneuver is used as an

overall check on the accuracy of the w mea-

surement; in this example, there is little

modulation of w during the pitching ma-

neuver, which implies that fluctuations in

w are measured accurately. Similarly, the

yaw maneuver is used as an overall check

on the lateral (with respect to the aircraft)

component; again there is little modulation

of u and v (in geographic coordinates) by

the yawing maneuver. (From Lenschow and

Spyers–Duran, 1989.)

A.1.3.3 Speed Variation Maneuver

Fly at constant altitude and heading ψ , and smoothly vary U from close to stall to

close to maximum cruise speed. Since the lifting force on the aircraft is directly

proportional to α and U2, modulating U also modulates α. For level flight, the

vertical aircraft velocity wp is zero; if the air velocity w is small, α = θ . Thus, α can

be calibrated in flight by this technique, provided θ is measured accurately. The

attitude angle transducers, in contrast to airflow angle sensors, can be accurately

calibrated in the laboratory.

If U is measured incorrectly, temperature may also be affected. Temperature

recovery factors can also be measured or corrected with this maneuver, as U

variations modulate the measured temperature because of dynamic heating effects.

Any other measurements affected by either U or α variations are also modulated

by this maneuver.
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A.1.3.4 Pitch Maneuver

Vary the aircraft elevator angle while holding the heading constant to obtain a

sinusoidal pitching motion with a period of 10–20 s and a maximum rate of ascent

and descent of 2.5–4 m s−1. This maneuver modulates wp, U, and, to a lesser extent,

α. If any of these variables have significant errors, a periodic error in w should be

evident. Since the terms do not have the same phase angle, in practice, it is often

possible to determine which of the variables are in error simply by determining

the phase of the error in w and comparing it with the phase of wp, θ , U, and α.

This maneuver can also be used to detect dynamic errors in static air pressure

or rate-of-climb instruments by comparing their outputs with the integrated INS

vertical acceleration.

A.1.3.5 Yaw Maneuver

Vary the aircraft rudder angle while holding the roll and altitude constant to

obtain a sinusoidal skidding or sideslip motion with a period of about 10 s and a

maximum amplitude in β of about 2◦. This maneuver modulates heading ψ , the

longitudinal and lateral aircraft velocity components up and vp, and β. As with the

pitch maneuver, errors in any of these variables cause a periodic variation in the

horizontal wind velocity.

On the NCAR aircraft, the system performance is judged to be satisfactory if the

w error is ≤ 10% of wp for the pitch maneuver and if vp is ≤ 10% of U sin β for the

yaw maneuver.

Lenschow and Spyers–Duran (1989) estimate that short-term (i.e., not including

long-term INS drift) velocity errors can be reduced to < 0.3 m s−1 by in-flight

calibrations. An alternative technique for estimating the error coefficients in w,

proposed by Khelif et al. (1999), is to iteratively vary the calibration coefficients of

w to minimize the variance of w. This assumes that errors in the w measurement

invariably increase the w variance. An advantage of this technique is that it can

be done on research legs, without the requirement of dedicated maneuvers in

nonturbulent air.

A.1.3.6 Rodi Maneuvers

An alternative approach developed at the University of Wyoming uses multiple

regression analysis of data collected while maneuvering the aircraft in a standard

rate turn. When turning, the pilot induces sinusoidal sideslip variations of about

10 s period while maintaining constant altitude, resulting in sinusoidal flow angle

and airspeed variation along both the lateral and vertical body axes. The motivation

for the turning method is to induce flow angle changes that result in Earth-vertical

speed fluctuations without large height variations and accelerations, all well within

the envelope encountered during normal research operations. Furthermore, during

turns, the coordinate transformation matrix from aircraft body axis to the Earth

coordinates changes rapidly allowing problems with time synchronization of the

IMU, and airspeed data can readily identified.

The assumptions in the analysis are (i) the vertical component of the wind has

zero mean, (ii) the horizontal wind components are steady during the turn, and
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Figure A.3 Time series of 10 Hz data from the University of Wyoming King Air flight on

19 March 2009. Shown are section from left turn concatenated with section from right turn.

Period of induced sideslip oscillations is 10 s.

(iii) the variability of the wind components is mainly random, that is, there is no

systematic spatial variability as would be caused by mountain waves, for example.

The procedure finds constant coefficients and offsets that minimize a cost function

expressed as f = W∗ detrend (M), where W is the vertical wind component and

M is the horizontal wind magnitude. The procedure results in estimates of the

upwash and sidewash factors as well as the pitch, roll, and heading offsets that

minimize f, evaluated using the full 3D wind equations in a nonlinear least squares

solver (such as Matlab ‘‘lsqnonlin’’).

The results of this calculation for the period shown in Figures A.3 and A.4 are

tabulated in Table A.1. Note that the upwash factor is consistent with the value

estimated from attack-pitch analysis and also from aerodynamic considerations

as discussed by Crawford et al. (1996). Figure A.3 shows the pilot-induced inputs

during the maneuver, and Figure A.4 is the resulting winds during that period

after application of the coefficients and offsets. One complicating factor is that the

angle offset corrections are assumed to be constant factors caused by misalignment

of the inertial measurement unit with the gust probe axis, but actually, they also

include time-varying inertial errors. Applying IMU/GPS corrections first would

alleviate this problem.
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Figure A.4 Wind data after corrections from period as described in Figure 10.3.

Table A.1 Results of the least squares procedure

Upwash Sidewash Angle offsets [◦]

Factor Factor Pitch Roll Heading

0.759 0.776 0.290 −0.534 0.126

A.2

Small-Scale Turbulence

A.2.1

Sampling and Sensor Resolution

Time series of random variables in turbulence (e.g., for velocity components or

temperature) exhibit a wide range of frequency components. A practical measure-

ment question, therefore, is how fast should the sampling be to resolve a signal

with maximum frequency fmax? The Nyquist theorem states that the sampling

frequency fs has to be at least two times of fmax, i.e., fs ≥ 2 · fmax. If the signal is
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Figure A.5 The aliasing effect: a sinusoidal signal with a frequency f = 4 Hz is sampled

with a frequency of fs = 5 Hz, which violates the Nyquist theorem. The sampled points are

represented as black stars and fit with a phase-shifted signal with f = 1 Hz.

sampled with fs < 2 · fmax, from the sampled values of the signal, a waveform can be

constructed with lower frequency. This effect is called aliasing and is demonstrated

in Figure A.5 in which a signal (solid black line) with f = 4 Hz is sampled with fs =
5 Hz (stars) that fits with a phase-shifted signal of 1 Hz (dashed black line); that is,

in a Fourier spectrum, one would expect a peak at 1 Hz, which does not represent

the frequency of the original signal.

This effect can be solved by using a sufficiently high sampling frequency

(e.g., fs ≥ 2 · fmax). Since the maximum frequency of a signal is often unknown

and the temporal resolution mainly depends on the sensor design, a low-pass

filter with a cutoff frequency fcut < fs/2 should be applied, thereby removing the

high-frequency contributions that cannot be sufficiently resolved by the sensor.

Another point that has to be considered is the required sensor resolution in

comparison with the sampling frequency. Therefore, this section deals with a

few basic considerations concerning sensor resolution at a given True Air Speed

(TAS) and degree of turbulence in terms of the mean energy dissipation rate.

On small scales, turbulence is often described by the statistics and correlation

of velocity increments δu(x, r) = u′(x) − u′(x + r), where u′(x) are the velocity

fluctuations (u′(x) = u(x) − 〈u〉x, where 〈.〉x denotes an average over the space

parameter x). Here, we have simplified the problem to the longitudinal velocity

component: x is the coordinate in-flight direction and r is a spatial lag in the same

direction. The second-order statistics of the velocity increments can be described by

second-order structure functions and its scaling behavior in the inertial subrange

η ≪ r ≪ L. Turbulence at submeter scale with r ≤ 1 m down to about 10 · η

can be assumed to be safely within the inertial subrange under most turbulence
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Figure A.6 Required sensor resolution δu for velocity measurements as a function of spa-

tial resolution δr = TAS/fs and for different levels of turbulence described by the mean en-

ergy dissipation rate ε.

conditions and S(2) reads

S(2)(r) =
〈

(

δu(x, r)
)2

〉

x
= 2(ε · r)2/3 (A.14)

Small corrections have to be applied to the scaling exponents (2/3) to consider

internal intermittency effects in high Reynolds number flows, which are negligible

in this context. Note that Eq. (A.14) describes the same inertial subrange behavior

as the famous −5/3 Kolmogorov law in the frequency domain since second-order

structure functions are related to autocorrelation functions, the latter being a

Fourier duality with the power spectrum.

On an aircraft, a sensor signal is usually sampled as a function of time. Time

increments δt can be transformed to spatial increments δr by applying Taylor’s

hypothesis of ‘‘frozen turbulence’’: δr = TAS · δt. This transformation can be

applied if the turbulence intensity I = urms/TAS is below a certain threshold,

typically below ∼ 10%, which is fulfilled for most airborne applications due to the

high TAS.

If we define the sensor resolution in such a way that the velocity increment δu(r)

in Eq. (A.14) can be resolved at given spatial resolution δr ∼ TAS/fs and mean

energy dissipation ε, we can derive the following expression:

δu =
√

2

(

ε · TAS

fs

)1/3

(A.15)

Figure A.6 shows the required resolution δu as a function of spatial resolution

δr for four different ε, typical for atmospheric conditions. For example, a spatial

resolution of 0.1 m at given TAS = 100 m s−1 requires a sample frequency of

at least 1 kHz. But to resolve turbulence with a dissipation rate of ε = 10−4 m2

s−3 at that same spatial scale also requires a sensor resolution of better than
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δu = 3 cm s−1. It has to be considered that this estimate is based on the mean

energy dissipation rate ε, but atmospheric turbulence is highly variable in space

and time. Locally, ε can vary a few orders of magnitude, and it is safer to estimate

the sensor resolution based on a much smaller value (e.g., εlocal ∼1% of ε results

in a five times smaller δu).

In a similar way, the required sensor resolution for other passive scalars such

as temperature or humidity can be estimated by replacing the factor ‘‘2 · ε2/3’’ in

Eq. (A.14) with the appropriate values (Warhaft, 2000).

A.3

Laser Doppler Velocimetry: Double Doppler Shift and Beats

The physical principle underlying laser Doppler velocimetry (LDV) is essentially

the same as that responsible for Doppler broadening of spectral lines: the radiation

source and detector can be considered stationary, with moving particles scattering

light from the source to the detector. The motion of any given particle (for LDV, the

particle would be an aerosol or a cloud particle) leads to a slight Doppler shift in

the detected radiation. The general equation for the nonrelativistic (v ≪ c) Doppler

effect is

ν ′ = ν

(

c ± vobserver

c ∓ vsource

)

≈ ν
(

1 ± vobserver

c
± vsource

c

)

(A.16)

where ν and ν ′ are the inherent and Doppler-shifted frequencies, respectively; c is

the propagation speed; and vsource and vobserver are the velocity components of the

frequency source and observer, respectively, along the source-observer path. The

derivation that follows is adapted from the more detailed treatment by Davis and

Schweiger (2002).

In LDV, there is a double Doppler shift because there are two ‘‘observers.’’ First,

light emitted from a stationary source (a laser) at frequency ν is observed by a

moving particle as frequency ν ′. Second, light scattered by the moving particle at

frequency ν ′ is observed by a detector (e.g., a photomultiplier tube) as frequency

ν ′′. The total resulting Doppler shift is therefore

ν ′′ − ν

ν
≈ v

c
· (cos θ1 + cos θ2) (A.17)

where v is the particle speed and again we have taken the limit v/c ≪ 1. The angles

describe the velocity components resulting from the system geometry: θ1 is the

angle between the source-particle vector and the velocity vector, and θ2 is the angle

between the particle-detector vector and the velocity vector. As should be expected,

when the sum of θ1 and θ2 is 180◦, meaning the particle lies on a straight path

between the source and the detector, the double Doppler shift is zero.

The basic physical mechanism is now clear, but because the relative Doppler

shift (ν ′ − ν)/ν ∝ v/c we must consider how such a small Doppler shift can be

measured (assuming v ∼ 10 m s−1, we would expect relative Doppler shifts on

the order of 10−7). The elegant approach is to do this via heterodyne detection,
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Figure A.7 Geometry of the heterodyne detection method for laser Doppler velocimetry.

Two laser beams, denoted sources A and B, cross at their focal points with angle α. A par-

ticle passing through the beam-crossing region with velocity vector v scatters light from

both beams to the detector. Other angles are defined in the text.

in other words, mixing two coherent signals to obtain an easily measurable beat

frequency. In practice, this can be accomplished by splitting the laser beam and then

crossing the two beams: the different source-detector geometry results in slightly

different Doppler shifts from each beam, as illustrated in Figure A.7. The beat

frequency is equal to the difference of the two double-Doppler-shifted frequencies

from sources A and B, 1ν ′′ ≡ ν ′′
A − ν ′′

B. The two Doppler frequencies can be

determined from Eq. (A.17), and noting that θ2 is the same for both, we obtain

1ν ′′ = ν(v/c)(cos θ1A − cos θ1B). Defining angle α as the beam-crossing angle and

angle β as that between the velocity vector and a vector perpendicular to the optical

axis, these angles can be written as θ1A = π/2 − β + α/2 and θ1B = π/2 − β − α/2.

Using the sine difference identity, it follows that

1ν ′′ = 2ν · v

c
· cos(β) · sin

(α

2

)

(A.18)

This result has several interesting implications. First, the beat frequency depends on

the beam-crossing angle, so this is a parameter that must be accurately determined

in the instrument setup. Second, the beat frequency is independent of the detector

location, perhaps a nonintuitive result that is contrary to the single-source geometry

(although the signal-to-noise ration may depend on detector location due to the

angular dependence of light scattering. Third, the beat frequency is proportional to

the component of the particle motion lying in the plane of the crossing beams and

perpendicular to the optical axis.

A.4

Scattering and Extinction of Electromagnetic Radiation by Particles

A.4.1

Approximate Solutions of Light Scattering Problems as Used in the Processing

Software of Optical Particle Spectrometers

Light scattering methods are widely used in studies of turbid media such as

atmospheric aerosol and clouds. They are based on the fact that the intensity and
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polarization of scattered light depends on the physical and chemical properties of

the object from which light has been scattered. The advantage of light scattering

methods is because they do not disturb the medium under study and enable

investigations of dynamic processes in turbid media with high temporal resolution.

The same applies to light extinction techniques in which the attenuation of a direct

beam is studied.

The shortcomings of the light scattering and extinction techniques for particle

sizing as compared, for example, to microscopy and digital imaging are due to their

indirect nature. For instance, if we limit ourselves to the case of single scattering by

a unit volume filled with spherical particles (e.g., as those present in water clouds

and fogs), the intensity of scattered light Isca at the wavelength λ in the direction

specified by the scattering angle θ can be presented as

Isca(λ, θ ) = B ·
a2

∫

a1

I(λ, m, a, θ ) · n(a)da (A.19)

where I(λ, m, a, θ ) is the contribution to the detected signal by a single sphere with

the radius a, m is the complex refractive index of particles, and n(a) is the Particle

Size Distribution (PSD). It is assumed that only particles with radii between a1 and

a2 are present in the scattering volume. The calibration constant B depends on the

incident light intensity and also on a particular experimental setup. The value of

I(λ, m, a, θ ) can be presented via dimensionless Mie intensities i1, i2 (van de Hulst

1981) as I(λ, m, a, θ ) = (i1 + i2)/2. The parameter Csca(λ, m, a, θ ) = (i1 + i2)/(2k2)

has a dimension of the area (k = 2π/λ) and is called the differential scattering cross

section (for a single particle).

Clearly, it follows

a2
∫

a1

n(a)da = N (A.20)

where N is the number of particles of all sizes between a1 and a2 in the unit volume.

The directional scattering coefficient is defined as βsca = N < Csca(θ ) >, where the

brackets here and below mean averaging with respect to the size distribution

f (a) = n(a)/N, namely,

〈

Csca(θ )
〉

=
a2

∫

a1

Csca(λ, m, a, θ ) · f (a)da (A.21)

Therefore, we conclude that for the determination of PSD n(a), one needs to solve

the integral Eq. (A.19) for a given set of measured functions Csca, for example,

at several angles θ . As a matter of fact, this task belongs to a broad field of

ill-posed problems and not always has a solution. Therefore, careful selection of

the angular interval where measurements are performed is needed. In the case of

large spherical particles such as fog and cloud droplets (a ≫ λ in the VIS), there

are several ranges of scattering angles, where the scattered light is most sensitive
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to the size of particles. They include the range of forward-scattering (θ → 0) and

backscattering (θ → π ) angles and also the scattering in the vicinity of the rainbow

angle (θ = 138◦) (van de Hulst, 1981). The Single-Particle Response Function

(SPRF) I(λ, m, a, θ ) can be presented in the first approximation as (van de Hulst,

1981)

I(λ, m, a, θ ) =
(x

θ

)2

· J2
1(x · θ ) (A.22)

as θ → 0. Here, J2
1(x · θ ) is the Bessel function and x = 2πa/λ is the size parameter.

The Bessel function J2
1(x · θ ) is approximately equal to xθ/λ at small scattering

angles. Therefore, we conclude that I(λ, m, a, θ ) = x4/4 and the scattered energy is

proportional to the squared geometrical cross section of the particle, as θ → 0. It

follows that the angular distribution of SPRF depends on the ratio of the size of a

particle to the wavelength, the distribution being more narrow for larger particles.

Generally, the Bessel function J2
1(xθ ) oscillates and the first minimum is located

at xθmin ≈ 3.832. This gives for a typical droplet with x = 100 : θmin = 0.03832 or

about 2.2◦. For larger droplets and crystals with the characteristic size parameter

x ∼ 1000, the value of θmin is about 0.2◦. Taking into account that most of the energy

is concentrated within the first ring (θ < θmin) and the fact that the influence of

the direct incident light must be eliminated, the construction of the corresponding

measurement system is not trivial and powerful lenses with large focal lengths

must be used.

Equation (A.22) has a very limited range of applicability. For smaller spherical

droplets, the Mie theory (Mie 1908) must be used. In particular, the refractive

index of particles must be taken into account in calculations. In the case of large

concentrations of scatterers, the small-angle multiple scattering must be accounted

for. Equation (A.22) is also not valid for nonspherical particles. Let us take the

example of a single ellipsoidal particle. Then clearly, the diffraction pattern is not

symmetrical with respect to the incident beam. The forward-scattering pattern

becomes symmetric with respect to the incident light only in the case of collections

of randomly oriented particles.

In the case of a single crystal and at small scattering angles, the calculations of

SPRF can be performed using the scalar Fraunhofer approximation:

I(u, v) = ϒ ·
∣

∣

∣

∣

∫ ∫

ξ (x′, y′) · exp [−i · k(u · x′ + v · y′)]dx′dy′
∣

∣

∣

∣

2

(A.23)

Here ϒ = k2/(2π ), S is the geometrical cross section of the particle in the plane

perpendicular to the incident beam, ξ (x′, y′) is the aperture factor, and u = X/R

and v = Y/R are the angular coordinates in the observation plane located at the

distance R from the particle. (X , Y) and (x′, y′) are coordinates in the observation

and object planes, respectively. In the Fraunhofer approximation, a particle is

substituted by an aperture having the same size and shape as the projection of a

particle on the plane perpendicular to the incident beam direction. The aperture

factor is equal to unity if it is assumed that the plane wave inside the aperture is the

same as in the free space. In particular, Eq. (A.22) follows from Eq. (A.23) under
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this assumption in the special case of spherical particles (van de Hulst, 1981).

The generalization to account for the refractive index of particles (e.g., for small

crystals) is also possible (van de Hulst, 1981). For collections of randomly oriented

particles (e.g., hexagonal crystals in glaciated clouds), Eq. (A.23) must be averaged

with respect to the corresponding Euler angles. Analytical calculations cannot be

performed in this case and computer simulations are needed. An interesting result

is that the Fraunhofer diffraction pattern of a single randomly oriented irregularly

shaped particle (ISP) is equivalent to that of polydispersed spheres. The parameters

of such a polydispersion depend on the parameters of ISP. The corresponding

theory was developed by Shifrin et al. (1984).

The measurements of angular scattering β(λ, θ ) = N 〈Csca〉 and extinction ǫ(λ) =
N 〈Cext〉 (Cext is the extinction cross section) coefficients of clouds are of importance

not only for finding the size distributions and concentration of particles but also

because these are important quantities themselves. In particular, remote sensing

of clouds is based on radiative transfer modeling, where β(λ, θ ) and ǫ(λ) are

considered as an input. In addition, the total scattering coefficient

σ = 2π

π
∫

0

β(λ, θ ) · sin θdθ (A.24)

where the phase function p(θ ) = 4π · β(θ )/σ , the single scattering albedo ω0 = σ/ǫ,

and the absorption coefficient k = ǫ − σ are used. The phase function is normalized

as follows:

1

2
=

π
∫

0

p(θ ) · sin θdθ (A.25)

In radiative transfer studies, the asymmetry parameter

g = 1

2

π
∫

0

p(θ ) sin θ · cos θdθ (A.26)

is often used as well. The values of g depend on the size and shape of particles, and

they are often close to 0.75 for ice clouds and 0.85 for water clouds. This means

that ice clouds generally are more reflective (in the VIS, where k ≈ 0) as compared

to water clouds of the same optical thickness:

τ =
l2

∫

l1

ǫ(z)dz (A.27)

where z is the vertical coordinate and l1 and l2 are the corresponding cloud

boundaries.

It can be shown using both the Mie theory and the geometrical optics calculations

that in the case of nonabsorbing large (a ≫ λ) particles, which exist in tropospheric

clouds, it follows

σ = 2N · 〈S〉 (A.28)
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where S is the geometrical cross section of particles (S = π · a2 for spheres). The

angular integration of the geometrical optics part of scattering field, as shown

in Eq. (A.24), is somewhat involved. However, the diffraction part can be easily

integrated resulting in

Cd
sca(λ, m, a) = 2π · k−2

π
∫

0

(x

θ

)2

· J2
1(xθ ) · sin θdθ

≈ 2π · a2

∞
∫

0

J2
1(y) · y−1dy

= π · a2 (A.29)

in the case of a single sphere with the radius a as it should be. Here, we accounted

for the property of the Bessel functions (the orthogonality relation):

2

∞
∫

0

J2
1(y) · y−1dy = 1 (A.30)

The geometrical optics part of the scattering cross section is equal to πa2 as well

(for nonabsorbing particles).

The analytical integration can be performed up to any scattering angle in the

forward-scattering region and not for the whole diffraction peak as in Eq. (A.29):

Cd
sca(λ, m, a, θ0) ≈ 2π · a2

kaθ0
∫

0

J2
1(y) · y−1dy

= π · a2 ·
[

1 − J2
0(k · a · θ0) − J2

1(k · a · θ0)
]

(A.31)

In the calculation of this integral, we used the property

J2
1(y)

y
= J0(y) · J1(y) − J1(y) · J′

1(y) (A.32)

and the corresponding values of tabular integrals. Here, J′
1 is the derivative of the

Bessel function. Therefore, it follows that the fraction of scattered energy 1Csca in

the angular range ǫ ∈ [θ1, θ2] is proportional to the following function:

1Csca = π · a2 ·
[

J2
0(k · a · θ1) + J2

1(k · a · θ1) − J2
0(k · a · θ2) − J2

1(k · a · θ2)
]

(A.33)

This equation (averaged with respect to the PSD) is the basis for the measure-

ments of PSDs in a number of devices.

Not only scattering but also light extinction can be used to determine the size

distribution of particles. The extinction coefficient can be written as

ǫ = N

∞
∫

0

Cext(a) · f (a)da (A.34)
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Usually, the spectral measurements of ǫ are used in the optics of turbid media to

determine f (a) solving Eq. (A.34). The value of Cext is close to 2S for large particles

(at the VIS wavelengths). It follows

ǫvis = 2N · 〈S〉 = 2π · N ·
〈

a2
〉

(A.35)

or ǫvis = 1.5 LWC/aef ρ, where LWC = N · ρ · 〈V〉, ρ is the density of water, 〈V〉 is

the average volume of particles, and aef = 3 〈V〉/(4 〈S〉) is the effective radius of

particles. The dimensionless volume concentration Cv = N〈V〉 is also often used

in various theoretical calculations.

The measured extinction coefficient gives the total surface area of particles in

unit volume 6 = 4πN
〈

a2
〉

, namely, 6 = 2ǫ. The information on PSD is then lost.

For thermal IR wavelengths (e.g., 12 µm), particles are highly absorbing and small

as compared to the wavelength. Then one derives (van de Hulst, 1981) for the

sphere of the volume V :

Cext = 9α·n·V
|m2+2|2 (A.36)

ǫTIR = ς · N · 〈V〉 (A.37)

where

ς = 9α · n

|m2 + 2|2 α = 4π · χ

λ
(A.38)

m = n − i · χ is the complex refractive index of the particles. It follows from Eqs.

(A.34) and (A.36) that the liquid water content can be obtained directly from ǫTIR,

namely, one derives

LWC = ǫTIR · ρ

ς
(A.39)

Also, the effective radius of particles can be determined (Eqs. A.35–A.37):

aef = 3ǫTIR

2ς · ǫvis
(A.40)

The application of these theoretical results in various optical instruments is given

in Chapter 5.

A.4.2

Light Scattering Theory for Specific Spectrometers

The operating principle of the FSSP, CDP, CAS, CAS-DPOL, CPSD, and SID is

based on the concept of light scattering described earlier, that is, the intensity of

scattered light depends on the particle size and can be predicted theoretically if

the shape and refractive index of a particle is known, as well as the wavelength

of the incident light, as described in detail in Section A.4.1. The important point

is that the intensity of light scattered by a particle varies with the angle with

respect to the incident light. If the particle is spherical and of homogeneous

composition, the scattered intensity is symmetric around the axis parallel with
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Figure A.8 The intensity of scattered light as a function of angle with respect to the inci-

dent ray for a typical spherical particle.

the incident wave but varies in intensity from 0◦ to 180◦, where 0◦ is the most

forward scattering and 180◦ is directly backward. Figure A.8 shows an example

of the angular pattern of scattering. This angular dependency of the scattering

around a spherical particle can be calculated using the equations that were

developed by Mie (1908) for a specific diameter, refractive index, and incident

wavelength.

This theory is applied in optical particle counters (OPCs) by collecting scattered

light from particles that pass through a light beam of controlled intensity and

wavelength and by converting the photons to an electrical signal whose amplitude

can be subsequently related back to the size of the particle.

The property of a particle to interact with light is usually described by its

scattering cross section, σs. This is the product of the scattering efficiency, θs,

and cross-sectional area, π/4 · D2, where D is the particle diameter. If we have

an optical system that collects light over a range of angles and we measure

the intensity of scattered light collected from a particle, we can then determine

the particle size from the calculated scattering cross sections by integrating over

the range of angles used in the instrument. The single-particle light scatter-

ing spectrometers differ mostly in the collection angles that are used in each

system.

A.4.3

Imaging Theory

Section 5.3.4 described the optical array probes (OAPs) that capture images of cloud

particles using optical imaging. Here, the theory underlying the measurement is

described in more detail.

Consider a plane wave that is incident, perpendicular to an opaque screen

(Figure A.8). Following Babinet’s principle, the amplitude of the diffracted wave at
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point Q can be presented as (Born and Wolf, 2003)

U(Q) = Ua(Q) + Ub(Q) (A.41)

where Ua(Q) is the amplitude of the diffracted wave, if the opaque screen is in

place, and Ub(Q) is the diffracted wave when the aperture, with the same shape as

the screen, is in place. In the frame of the Fresnel–Kirchhoff diffraction theory,

Ua(Q) and Ub(Q) can be written as (Baker and Copson, 1950)

Ua(Q) =
{

exp (i · K Ek · Eg) if point Q is outside the geometrical shadow

0 if point Q is inside the geometrical shadow
(A.42)

Ub = − 1

4π

∮

Ŵ

exp(i · K · Ek · Eg) · exp (iKS)(Es × Ek)

S · (1 + Ek · Es)
dEl (A.43)

where Ek = EK/| EK| is a unit vector in the direction of the wave propagation, K = 2π/λ

is the wave number, Ep is the radius vector of point P on the contour Ŵ, S is the

differential element along the contour Ŵ, S is the distance between points P and Q,

and Es is the unit vector in the PQ direction.

Integration of Ub(Q) in Eq. (A.43) is carried along the contour of the boundary

of the geometrical shadow. Eqs. (A.41)–(A.43) give a general description of the

Fresnel diffraction by an opaque screen with an arbitrary shape. For the case of an

opaque disk, Eqs. (A.42) and (A.43) can be transformed into (Korolev et al. 1991)

Ua(Q) =
{

exp (i · k · Z) if r > R

0 if r ≤ R
(A.44)

Ub(Q) = − 1

4π

2π
∫

0

exp (i · k · S) · (R2 − R · r · cos α)

S · (S − Z)
dα (A.45)

where R is the radius of the opaque disk, r is the distance from the center

of the image to the point Q , k = 2 is the wavelength, Z is the distance be-

tween the disk and its image, and S can be found as S = (Z2 + R2 + r2 − 3R · r ·
cos α)

1
2 .

The intensity of the light at point Q (Figure A.9) is calculated as

I(Q) = |Ua(Q) + Ub(Q)|2 (A.46)

The analysis of Eqs. (A.44)–(A.46) yields the following properties of diffraction

images by an opaque disk (Korolev et al., 1991):

1) The diffraction image can be presented as a function of only one dimension-

less variable:

Zd = λ · |Z|
R2

(A.47)
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Figure A.9 A schematic explaining calculation of diffraction by an opaque disk.

2) Two droplets with different diameters give the same diffraction image if

|Z1|/|Z2| = R2
1/R2

2. The images for such droplets are different only by the

scale factor R1/R2 .

3) The diffraction image does not depend on the sign of Z. The diffraction

image of the same droplet will be the same at equal distances on opposite

sides of the object plane.

A.4.4

Holography Theory

For a clear understanding of the holographic method, an analytical model can

be considered for a hologram resulting from a single water droplet. Holograms

recorded in a liquid cloud typically involve the interference of a reference beam and

a wave scattered by transparent, on the order of 10–100 µm diameter, spherical

water droplets. This would suggest a complete solution using the Mie theory to

describe the electric field due to scattering from a sphere and its interference with

the incident plane wave. However, we note that the particle size and scattering

geometry allow for several useful approximations.

Because size parameters are large (π · d/λ > 60) and in-line holographic sys-

tems observe only forward-scattered light (scattering angle < 10◦), to a good

approximation, we may neglect the complexities of the Mie theory and treat

the scattered wave as diffraction from an opaque disk with the same diam-

eter as the water droplet (Bohren and Huffman 1983). Furthermore, in the

droplet size range considered, most holographic systems operate in the far field

(z ≫ d2/λ ∼ 2–20 mm), so we may treat the scattered wave with the Fraunhofer

approximation. In practice, digital reconstruction of the holograms is normally

carried out using more general approaches because actual conditions do not always

satisfy the far-field constraint (for example, ice particles larger than 100 µm in

extent).

To develop the analytical model, we consider an opaque disk of diameter d

located at z = 0 and centered on the optical axis, where the z-coordinate is taken to

be the optical axis. We use (x, y) as coordinates in the (far-field) diffraction plane,
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also perpendicular to the optical axis. Making the foregoing assumptions (far-field,

large size parameter, etc.), an analytical expression for the total electric field EH

can be obtained. Defining r = (x2 + y2)1/2, C = π · d2/(4λ · z), Q(r) = 2J1(ξ )/ξ with

ξ = πr · d/(λ · z), and J1 is the first order Bessel function of the first kind, 8(r) =
πr2/(λ · z), the resultant field EH and measured intensity IH(r) = EH(r) · E∗

H(r) take

the form

EH = 1 − C · Q · i−1 · exp (i8) (A.48)

IH = 1 − 2C · Q · sin (8) + C2 · Q2 (A.49)

The first term in Eq. (A.49) is the background intensity and (C · Q)2 is the

negligible scattered intensity (diffraction) term. The middle term produces a

modulated fringe pattern that depends on both particle size and z-position. In

the Fraunhofer limit, therefore, the hologram obtained from a population of

cloud droplets may be approximated as the superposition of the fields, one

for each particle, with z and d adjusted appropriately for droplet position and

size, respectively. In practice, the cloud of particles is sufficiently dilute that the

interference of the waves from various particles can be neglected.

Equation (A.49) demonstrates several important features of holography. First,

the interference term 8(r) depends only on the position of the particle along

the optical axis, not on its diameter d. Hence, the spatial frequencies in this

term alone contain sufficient information to provide the particle’s position along

the optical axis (the position in the (x, y) plane is easily determined). Also, the

spatial frequency increases radially as r = z, so that the desired depth of field

of the instrument places a constraint on the spatial resolution of the detector.

Note also that the increasing spatial frequency with r suggests that the finite

pixel size limits the maximum sharpness attainable in reconstructed images. Both

of these conclusions can be obtained by considering in-line holography for a

point particle, but the disk aperture model makes it clear that the interference

fringe pattern described by the sin[8(r)] term contains information on particle

position, while the modulation of this pattern by the term 2C · Q(r), depends on

both z and d, as expected from common experience with diffraction by a circular

aperture.

A.5

LIDAR and RADAR Observations

A.5.1

Overview of Airborne RADAR Systems

Table A.2 on the following pages provides an overview of the characteristics of

airborne RADAR systems designed for observations of clouds and precipitation.

This material complements and extends what is given in Section 9.3.4.
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Entries in the table are arranged in chronological order, column by column,

using the date on which a particular unit was first placed in service. This ordering

incorporates the combined influences of the evolution of scientific needs and of

the technology of airborne RADAR systems over nearly four decades and allows

readers to place in perspective the development of these observational tools and

the results obtained with them.

Each column lists the main technical specifications of the RADAR, the aircraft

on which it was deployed, and the principal objectives that governed the design

of the RADAR. In the last row, links are given to web pages where more detailed

information is available about the RADAR unit and about the scientific results

obtained using data from it. Those pages usually also contain links for contacting

the principal investigators in charge of the science teams associated with the

RADAR. The data in the table were supplied by those investigators.

A.5.2

Results of Airborne RADAR Observations – Some Examples

Examples are presented on the following pages of the variety of observations

possible with airborne RADAR systems. Figures A.10–10.18 demonstrate the

possibilities, and also the limitations, of what can be learned with the use of the

airborne RADARs currently in use. The cases selected here demonstrate the use

of different RADAR systems and platforms, applications in various projects, and

the interpretations of observations making use of numerous RADAR parameters.

Brief explanations of each case are presented in the figure captions.

Readers might find it useful to refer to Table for the specifications of the RADARs

used to generate the data used in the examples. The principles of operation and

the factors that determine the nature of airborne RADAR observations are detailed

in Section 9.5.

A.6

Processing Toolbox

Within the EUFAR framework, the Standards and Protocols (N6SP) group is

tasked with developing recommendations for common solutions in data formats

and metadata and data processing. Establishment of standards in these areas will

reduce errors in data usage and provide a common platform for comparison,

exchange, and dissemination of data. In addition, these developments can provide

a useful resource for both new and experienced users of airborne science data.

More information on these developments can be found on the N6SP wiki, hosted

at http://www.eufar.net/N6SP.

As a part of the N6SP common solutions, a software toolbox has been de-

veloped to provide a common platform for processing airborne measurements.

This toolbox, known as the EUFAR General Airborne Data-Processing Software
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Figure A.10 The NCAR/NSF Electra

with ELDORA flew by an F5 tornado near

Kellerville, TX, on 8 June 1995. ELDORA’s

conical helix sliced through the vertically

tilted tornado. Reflectivity and radial veloc-

ity are shown in (a) and (b), respectively.

Precipitation particles were centrifuged out

by the tornado circulation to form a weak

reflectivity ‘‘hole’’ (a). This was associated

with an intense Doppler velocity couplet

(b) with a > 30 m s−1 approaching wind

(green) and >80 m s−1 receding wind (red)

separated by ∼1 km. The anticyclonic ro-

tation on this ELDORA scan inferred by

the Doppler velocity couplet suggested that

the tornado vortex was vertically tilted into

the page with height. The speckles in the

Doppler velocity display suggested highly

turbulent winds within this supercell. Hor-

izontal wind vectors and the reflectivity of

the tornado are shown in (c). The parent

mesocyclone of the tornado associated with

a ‘‘hook’’ RADAR reflectivity signature is

clearly shown. With the 300 m resolution of

the ELDORA data, the actual tornado circu-

lation on the scale of 500 m could not be

resolved. Source: Courtesy of Wen-Chao Lee.

A full-resolution version of the image is at

<http://?/A10_eldora.pdf>
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Figure A.11 Vertical section through a win-

ter storm over the Medicine Bow Mountains

of SE Wyoming (27 January 2006, 22:02

UTC). The image consists of data collected

by the 95 GHz WCR (Table 10.2) onboard

the Wyoming King Air as it flew at 4285 m

altitude from west to east (left to right in

the figure). Two antennas were used simulta-

neously, one pointing upward and one down-

ward. The figure is very close to a 1 : 1 true

proportion of the storm. The reflectivity scale

is in dBZ. The image reveals an unexpected

layer of shallow clouds right over the surface

on the upwind side of the mountain range.

The near-surface echo is very likely due to

blowing snow. Because of its shallow depth

and low reflectivity, it would have been

very difficult to detect with ground-based

RADARs. On the downwind side of the ridge,

a deep cloud mass is seen as the result of

the merging of wave clouds (5–6 km alti-

tude) with a cell forming there and with the

snow layer near the surface. Essentially, all

the echo is due to ice crystals. Temperature

at flight level was − 15.5 ◦C, and ice particle

concentrations reached 80 l−1. Source: Cour-

tesy of G. Vali. To see a full-resolution image

go to <http://.../A11_nasa06.pdf>

(EGADS), compiles processing algorithms provided by the EUFAR Expert Work-

ing Groups into a Python framework. These algorithms, many of which are

based on concepts found in this book, are considered as the best practice by the

community and thus can be used as a reference for future work. Integration of

the algorithms is an ongoing process – there are around 20 implemented algo-

rithms at the time of this writing, and many more will be added in the near

future.

Alongside the algorithms implemented in the EGADS framework are file in-

put and output routines for common airborne data formats (NetCDF, NASA

Ames, CSV, etc.). Included in these file access routines are methods to auto-

matically process any available metadata when reading file data. These allow

EGADS to be used with most existing airborne data while following established

data and metadata conventions. The EGADS package is completely free and

open-source and thus can be modified as needed if other file access methods are

desired.

A.6.1

Installation and Use

The EGADS is hosted for free download on Google Code at http://eufar-egads.

googlecode.com or through the Python Package Index (PyPI). The EGADS is a
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Figure A.12 Wyoming Cloud RADAR reflec-

tivity image, which was taken as the NCAR

C-130 passed from the dry slot to the de-

formation zone north of the center of a

continental cyclone, illustrates the trigger-

ing of convection along the dry slot–cloud

interface. The data were collected during

the US NSF funded ‘‘Profiling of Winter

Storms,’’ or PLOWS, experiment over the

states of Illinois and Indiana on 2 December

2009. Source: Courtesy of Samuel Haimov

and Bob Rauber. To see a full-resolution im-

age go to <http:// ... / A12_plows.pdf>

Python-based library; thus, to use it, Python version 2.5 or higher must be installed

on your system. The toolbox depends on several commonly available libraries,

which are all also freely available. A list of these libraries can be found in the

included EGADS documentation. To install EGADS, simply download the code

from Google Code and follow the included instructions, or install through Python’s

easy_install feature (see documentation included with EGADS for more detailed

installation instructions for either method).

To use EGADS, import the package from the Python command line, and any of

the included routines can then be used. The following script is a short example of

the EGADS being used to process a series of data files.

#!/usr/bin/env python

# import egads package

import egads
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Figure A.13 Stratiform rain observed with

EDOP (a) and CRS (b) in July 2002 over

Florida (Tian, Heymsfield, Li and Srivas-

tava, 2007: DOI: 10.1029/2006JD008144.).

In the rain region below the melting band

(4.3 km), scattering at 10 GHz is in the

Rayleigh regime except for very large rain-

drops, whereas at 94 GHz, it is in the Mie

regime except for the very small raindrops.

The signal at 10 GHz is subject to little or

no attenuation in light rain, while the signal

at 94 GHz is subject to significant attenua-

tion by rain and water vapor. Consequently,

the mean Doppler velocity and reflectivity

measured at the two frequencies are quite

different. These differences have been ex-

ploited to retrieve the parameters of an

exponential raindrop size distribution, ver-

tical air velocity, and attenuation by rain,

melting band, and water vapor for the en-

tire rain fields. Graphs (c–f) show the av-

erages for the entire rain fields: reflectivity

(c), velocity (d), median volume diameter,

D0, and intercept parameter, N0, (e) rain-

fall rate R, and rain water content W (f).

Source: Courtesy L. Tian and G. Heyms-

field. To see a full-resolution image go to

<http:// ... /A13_edop.pdf>.
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Figure A.14 During the C3VP campaign,

the Convair flew in large winter storms

over eastern Ontario on 1 March 2007.

(a) and (b) show simultaneous measure-

ments of W- and X-band reflectivity in ver-

tical sections, respectively. (c) shows the

difference between the two, showing val-

ues near 0 dB for regions, where ice crystals

smaller than 1 mm were present (as per

in situ data); close to 5 dB for the regions

above the melting band (∼2 km altitude),

where larger crystals and aggregates were de-

tected; and a significant drop by up to 15 dB

in the W-band signal in the rain below the

melting band due to attenuation and reso-

nance effects. Source: Courtesy of Mengistu

Wolde. To see a full-resolution image go to

<http:// ... /A14_nawx.pdf>
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Figure A.15 RADAR (WCR), LIDAR (WCL),

and in situ (Wyoming King Air) data col-

lected in wave clouds. RADAR and LIDAR

images are vertical sections combining data

from upward and downward pointing beams.

Wind direction is from left to right in the

figure. The horizontal scale is ∼3.6 km per

major time tick of 0.01 h. The wave cloud

on the left produced RADAR echoes only

from its downwind side where ice crystals

are larger. The LIDAR return depicts the up-

wind part of this wave too. The polarization

data from the lowest layer of this cloud indi-

cates the presence of liquid water drops (low

depol ratio). Similarly, almost all the wave

on the right-hand side of the figure consisted

of supercooled droplets. Source: Courtesy of

Zhien Wang. To see a full-resolution image

go to <http:// ... /A15_waico09.pdf>
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Figure A.16 Calibration check of the Cloud-

Sat CPR using the airborne cloud RADAR

RASTA (Protat, et al. 2009). Flights below

the track of CloudSat with airborne cloud

RADARs are a unique and direct way of

evaluating the instrument and cloud micro-

physics products from the CloudSat mission.

Direct comparisons of the ocean backscatter

(σ0) indicate that on average, CloudSat mea-

sures ocean backscatter 0.4 ±1 dB higher

than the airborne cloud RADAR. (a) and

(b) show collocated RASTA and CloudSat

vertical cross sections through the strat-

iform part of a West-African squall line.

(c) shows the difference as a function of

time lag between observations and of dis-

tance (color code). These data show that

ice cloud reflectivities measured by Cloud-

Sat are 0.4 ±1.2 dB higher than the airborne

cloud RADAR. Both numbers are within

the uncertainties in calibration of the air-

borne cloud RADARs, so the conclusion

is that CloudSat is well calibrated. The re-

sults have been further confirmed using long

time series of ground-based cloud RADAR

observations and a statistical approach.

Source: Courtesy of A. Protat and J. Dela-

noe. To see a full-resolution image go to

<http:// ... /A16_cpr-rasta.pdf>
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Figure A.17 Reflectivity and velocity mea-

surements in marine stratus (Stevens

et al., 2003, DOI: 10.1175; BAMS-B4-5-579;

Daminai and Hamiov 2006, DOI: 10.1109;

TGARS.2006.881745). Panel (a) depicts the

reflectivity field between the aircraft flying

above the cloud layer along a long arc at

780 m and the ocean surface. The pres-

ence of drizzle cells is evident. For two of

those cells, dual Doppler analysis of the 2D

flow field is shown in panels (b) and (c),

which identify convergence at the bases of

updraft regions and reveal that the drizzle

cells coincide with those updrafts. Source:

Courtesy of R. Damiani, S. Haimov, and G.

Vali. To see a full-resolution image go to

<http:// ... /A17_dycoms.pdf>

# import thermodynamic module and rename to simplify usage

import egads.algorithms.thermodynamics as thermo

# get list of all NetCDF files in ‘data’ directory

filenames = egads.getfilelist(‘data/*.nc’)

f = egads.input.EgadsNetCdf()

# create EgadsNetCdf instance

for name in filenames:

# loop through files

f.open(name, ‘a’)

# open NetCdf file with append permissions

Ts = f.read_variable(‘Tt’)

# read in static temperature

Ps = f.read_variable(‘Ps’)

# read in static air pressure from file
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Figure A.18 LDR measured by NAWX on 1

March 2007 as the aircraft descended from

an altitude of 4–1.5 km. (a) vertical cross

section from upward pointing RADAR beam.

The white line shows the aircraft altitude.

(b) LDR from the side-looking dual-pol an-

tenna. (c) sample of PMS 2D-C images cor-

responding to the aircraft altitude. Source:

Courtesy M. Wolde. To see a full-resolution

image go to <http:// ... /A18_ldr.pdf>.

rho = thermo.DensityDryAirCnrm().run(Ps, Ts)

# calculate density

f.write_variable(rho, ‘rho’, (‘Time’,))

# output variable

f.close()

# close file

For further usage information refer to the documentation included in the

EGADS package. There are two sets of documentation. First, the EGADS Doc-

umentation that describes the use of the toolbox itself, including examples on

how to explore the package from Python, an overview and examples of the file

access classes, and a short sample processing script. Detailed descriptions of the
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EGADS API are also included in this document. The second set of documenta-

tion – the EGADS Algorithm Handbook – describes each included algorithm in

detail. This includes expected algorithm inputs and outputs, as well as a theoretical

description and background of the algorithm itself and references to any relevant

literature.

For questions and bug reports or to get more information, please contact

eufarsp@eufar.net.


