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Deep learning has been widely used in various fields
such as medical systems, recommendation systems,
and computer vision[1]. While it achieves remarkable
performance, privacy in deep learning is becoming
increasingly prominent with the emergence of
numerous attacks. In particular, recent studies have
shown that existing deep neural networks (DNNs) are
extremely vulnerable to side-channel attacks[2]. For
example, the internal structure of a DNN is easily
inferred via side-channel power attacks. Further, the
leakage of model internal information may lead to
users' extremely sensitive predictions being leaked,
such as whether or not a user is an HIV carrier.
Therefore, it is critically important to protect the
model's internal information for avoiding users' privacy
leakage under side-channel power attacks. However,
to date, few efficient solutions have been proposed for
training privacy-preserving DNNs under powerful side-
channel power attacks.

The number of hidden nodes in a DNN is essential internal
structural information for inferring model parameter set.
However, this information is easily inferred under side-
channel power attacks. Therefore, in this work, we focus
on preventing a side-channel power attacker from inferring
the number of hidden nodes (𝑚), as the figure shows.

We propose a novel solution for training privacy-preserving
DNNs under side-channel power attacks, called TP-NET. It
includes three steps:
● Independent Sub-network Construction, which generates
multiple independent sub-networks via randomly selecting
nodes in each hidden layer.
● Sub-network Random Training, which randomly trains
multiple sub-networks such that power traces keep random
in the temporal domain.
● Prediction, which outputs the predictions made by the
most accurate sub-network.

Table 1 and Table 2 present the classification accuracy
and privacy-preserving performance of TP-NET.

Table 1. Node classification accuracy

Table 2. Inference accuracy on the Diabetes dataset by using k-NN
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(a) As Table 1 shows, the classification accuracy of
TP-NET is competitive compared with the
traditional DNN. Take 14 nodes as an example,
TP-NET has slightly lower classification accuracy
on two datasets, which only decreases the
classification accuracy by 0.98% on Diabetes
dataset and 1.35% on COMPAS dataset
respectively.

(b)As Table 2 shows, TP-NET decreases inference
accuracy on the number of hidden nodes
significantly compared with the traditional DNN.
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Figure 1. Power traces of neural networks with 8 nodes and 14 nodes 
in each hidden layer.

mailto:hhu1@uwyo.edu

